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## ABSTRACT

# Learning for Vision-Based Object Manipulation: A Shape Recognition-Based Approach 

by<br>Seungyeon Kim<br>Department of Mechanical and Aerospace Engineering Seoul National University

Vision-based object manipulation has emerged as a fundamental aspect of robotics, encompassing tasks like grasping, pushing, and rearranging objects within complex environments. Recent technological advancements have led robots to increasingly rely on vision sensors as their primary means of interacting with the surrounding objects or environments. However, these interactions pose numerous challenges. From the inherent data inefficiencies found in end-to-end deep learning approaches, requiring extensive data collection and elaborate network training, to the various constraints that must be
navigated for practical application in real-world environments, addressing these challenges is pivotal to expanding the application scope of robotic object manipulation.

In this thesis, we demonstrate the effectiveness of mitigating many challenges associated with vision-based object manipulation through the integration of shape recognition methods. This approach involves recognizing an object's shape by aligning raw vision data with a 3D model, subsequently generating robot actions (e.g., grasping and pushing) based on the object's geometry. These methods not only address data inefficiencies but also reduce the need for extensive data collection without compromising accuracy and efficiency. We have discovered that 3D shape recognition of the scene effectively resolves numerous challenges encountered in object manipulation, especially in practical application in real-world environments, significantly simplifying and enhancing the handling of various challenging vision-based object manipulation problems. Our demonstration highlights that integrating shape recognition techniques into vision-based object manipulation substantially enhances a robot's interaction capabilities within its environment. Consequently, our primary contribution lies in introducing shape recognitionbased object manipulation.

Building on this concept, we introduce a pioneering approach to grasping based on shape recognition. This method integrates a diverse set of shape templates, particularly deformable superquadrics, with a deep learning network referred to as the Deformable SuperQuadric Network (DSQNet). DSQNet is designed to identify complete object shapes by inferring deformable superquadrics from partial point cloud data. Through supervised learning, DSQNet generates the eight parameters and the pose of the deformable superquadric, accurately aligning with the entire object shape, even considering occluded sections. Subsequent strategies for grasping account for the gripper's kinematic and structural attributes, leveraging the closed-form equations associated with deformable superquadrics. Comparative analyses demonstrate DSQNet's superiority over
existing shape recognition baselines in both accuracy and speed. Notably, our shape recognition-based method sets new standards in grasping success rates, surpassing prevailing techniques, thanks to its precise shape recognition capabilities.

We then leverage the advantages of shape recognition to facilitate the learning of pushing dynamics models. Initially, we also employ superquadrics to recognize object shapes placed on tabletops. An inherent advantage of integrating shape recognition in this context is its natural ability to define a $\mathrm{SE}(2)$-equivariant pushing dynamics model. This sets the stage for developing the SuperQuadric Pushing Dynamics Network (SQPDNet), a neural network-based $\mathrm{SE}(2)$-equivariant pushing dynamics model. This approach inherently acknowledges the symmetry within physical systems, resulting in substantial improvements in generalization performance. Comparative assessments demonstrate that our shape recognition-based model surpasses existing vision-based pushing dynamics models, particularly due to the reinforced $\mathrm{SE}(2)$-equivariance. Moreover, the effectiveness of our model is further validated through its application in model-based optimal controls across various pushing manipulation tasks, corroborated by both simulation and real-world experiments.

Finally, we tackle the intricate task of mechanical search on cluttered shelves employing shape recognition methods. This task involves locating and grasping a specific target object situated within a cluttered shelf environment, even when the target object is occluded by other objects, eluding initial detection by vision sensors. In such scenarios, the robot's task is to strategically rearrange nearby objects to reveal the target's position while avoiding collisions with the shelf and surrounding objects. To address this challenge, we also leverage a superquadric shape recognition model. These models enable the use of shape recognition-based object manipulation techniques developed in this thesis, and moreover, facilitates quick and efficient reasoning about potential poses of the occluded target object. They achieve this by expediting computations for various
tasks like depth image rendering and collision checking. This empowers the robot to effectively and safely find and grasp the target object. Our method demonstrates success in finding and grasping the target object using a conventional robot gripper in both simulated and real-world settings.

Keywords: Vision-based object manipulation, shape recognition, robotic grasping, pushing manipulation, pushing dynamics learning, mechanical search, object rearrangement.

Student Number: 2019-39029
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## Introduction

### 1.1 Learning for Vision-Based Object Manipulation

Interacting with and manipulating objects is a fundamental skill in robotics, crucial for both human-robot collaboration and the automation of a wide array of tasks. Object manipulation can generally be categorized into two primary methods: (i) prehensile manipulation, where a robot directly holds or grasps an object, maintaining continuous contact, and (ii) non-prehensile manipulation, where the robot influences an object's pose or movement without continuously grasping onto it. For instance, prehensile manipulation involves picking up an object, while non-prehensile manipulation might entail pushing objects on a table or throwing them into a bucket. When objects are identifiable and their CAD models or physical properties (e.g., mass, inertia, and friction coefficient) are known, the problem of object manipulation becomes substantially more straightforward. Such scenarios benefit from well-understood, reliable, and efficient model-based solutions that have found prominence in structured manufacturing environments (see [1, 2] for grasping and $[3,4,5,6]$ for pushing). However, in practice, especially in many of
today's warehouse logistics and automation environments, a far more common scenario is the need to manipulate, in real-time, unknown objects that the robot encounters for the first time. These objects might not have available CAD models or known physical properties, and they may be only partially visible due to, for instance, occlusions. In this thesis, we address the vision-based object manipulation problem of interacting with objects using solely camera vision data.

Spurred in part by the tremendous success of deep learning networks in recognizing and detecting objects within images, there has recently been a surge in interest in employing these networks to manipulate partially visible unknown objects. One of the prevailing methods involves using deep networks that directly process raw vision data (e.g., RGB images or depth images) and output the corresponding robot actions. For prehensile manipulation, several studies have focused on generating a grasp pose for an object directly from raw vision data using trained deep neural networks $[7,8,9,10,11,12$, $13,14,15,16]$. For non-prehensile manipulation, especially pushing manipulation, there are chiefly two types of approaches: (i) model-free methods which train a policy that directly maps raw vision data to a sequence of pushing actions, maximizing a task-specific reward function $[17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33]$ and (ii) model-based methods. The latter first construct a pushing dynamics model that predicts subsequent vision data after a robot executes a pushing action. This is followed by identifying an optimal sequence of pushing actions that meet a predefined task criteria $[34,35,36,37,38,39,40,41,42,43]$. It's worth noting that this thesis places its emphasis on model-based methods for non-prehensile manipulation. These methodologies have proven effective in rapidly and precisely executing object manipulation tasks through a straightforward pass of the neural network.

Despite the widely reported successes of deep learning-based methods, these impressive results often come with significant costs and effort. Deep learning methods
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Figure 1.1: The box object and pushing vector in Scene 1 are transformed by some same planar rigid-body transformation as those in Scene 2. An ideal pushing dynamics model should be $\mathrm{SE}(2)$-equivariant, i.e., the resulting motion in Scene 2 is a transformation of that in Scene 1.
necessitate very large datasets, typically comprising hundreds of thousands to millions of vision sensor data-robot action pairs. For learning prehensile manipulation, physicsbased simulations are frequently employed to supplement the real data obtained experimentally. However, as is widely recognized, the accuracy of any physics-based simula-tor-especially when multiple contacts with friction are involved-is often questionable at best. As expected, training the network with such extensive datasets can be both time-consuming and computationally demanding. A particularly critical issue in prehensile manipulation is that the trained network tends to be reliable only for the gripper used during data collection or those of a very similar design. Different gripper designs inevitably necessitate some degree of re-training using newly collected data.

Moreover, beyond the data-driven methods for learning non-prehensile manipulation, this thesis argues that their generalization performances, even with large-scale datasets, are still less than satisfactory. One of the significant reasons for this shortfall is that the neural network models employed in existing approaches do not adequately account for
the symmetry of the physical systems-more precisely, they lack equivariance. Consider a pushing dynamics model designed for model-based pushing manipulation. Suppose this model is trained using an experience where a robot pushes a box in the direction indicated by a red arrow, as illustrated in Figure 1.1 (Scene 1). Now, envision a new scenario in which the same box is positioned differently, yet the robot pushes it in the same relative direction, as depicted in Figure 1.1 (Scene 2). Intuitively, an effective model should be able to generalize effortlessly to such scenarios, where tabletop objects undergo translation or rotation along the $z$-axis. In more technical language, the pushing dynamics model must exhibit equivariance to the $\mathrm{SE}(2)$ transformation. Unfortunately, many state-of-the-art data-driven methods lack this equivariance property, leading to suboptimal learning performances.

For these and other reasons, learning both prehensile and non-prehensile manipulations using only camera vision data remains a practical challenge.

### 1.2 A Shape Recognition-based Approach

In this thesis, we propose shape recognition-based object manipulation, a method that involves recognizing the object shape by matching raw vision data to a 3D shape and subsequently generating robot actions (such as grasping and pushing) based on the object's geometry. Shape recognition methodologies bypass many inherent limitations, particularly those related to data inefficiencies. The extensive requirements of data collection and network training, typical of end-to-end strategies, are circumvented through the object shape recognition phase. Some of these shape recognition methods are independent of training datasets [44, 45, 46, 47, 48, 49, 50], while others require considerably less data for model training [51,52,53,54,55,56,57,58,59,60]. Our aim is to devise methods that effectively conduct object manipulation, capitalizing on shape recognition's
data efficiency.
Moreover, this thesis demonstrates that numerous challenges encountered in object manipulation can effectively be addressed using shape recognition methods. The key insight is that 3D reasoning of a scene from visual observations, particularly through 3D shape recognition, significantly simplifies and enhances the handling of various challenging vision-based object manipulation problems. Building on this perspective, we have developed shape recognition-based object manipulation algorithms for grasping unknown objects, learning pushing dynamics models for tabletop object manipulation, and conducting mechanical searches in cluttered shelf environments. The main contributions of the thesis are outlined in the following chapters.

### 1.3 Contribution

### 1.3.1 A Novel Shape Recognition-based Object Grasping Method

For prehensile manipulation, various shape recognition-based grasping techniques have been introduced. In these methodologies, recognition and grasp pose generation are decoupled, allowing for the application of traditional grasp pose generation algorithms (e.g., $[1,2]$ ) to the identified 3D shape. Thus, these methods can accommodate a broader range of grippers by simply modifying the grasp pose generation module. Nonetheless, metrics such as computational time or grasp success rate hinge on the precision and efficiency of object recognition, making the choice of object representation crucial. Object representation spans from basic shape primitives like boxes, spheres, cylinders, and other standard shapes [44, 45, 46, 47, 48, 49, 54, 59], to advanced 3D representations like voxel-valued or implicit function representations [51, 58, 60]. While the latter can detail various and intricate shapes but often demand prolonged planning stages to produce feasible grasp poses, so they are not suitable for scenarios where real-time manipulation is
required. Conversely, the former quickly deduces the grasp pose, but it may fall short in representing intricacies of complex objects, potentially reducing the grasp success rate. Thus, the challenge remains in selecting an object representation that optimally balances these trade-offs.

Building on this discussion, we introduce a novel shape recognition-based grasping method that integrates a more extensive set of shape templates, namely the deformable superquadrics, with a deep learning network. This network, termed Deformable SuperQuadric Network (DSQNet), is trained to identify complete object shapes using a set of deformable superquadrics inferred from partially observed point cloud data input. These deformable superquadrics are characterized by eight continuous parameters, enabling them to represent a diverse array of shapes. Additionally, closed-form surface equations are available [61, 62, 63], facilitating the efficient computation of point-to-surface distances for fitting. We devise a suite of deformable superquadric primitives tailored for grasping applications. This suite offers a harmonious blend of expressiveness and efficiency. Through supervised learning, the DSQNet produces the eight parameters along with the pose of the deformable superquadric, ensuring alignment with the complete shape of the object, inclusive of occluded sections. Our findings indicate that DSQNet can recognize object shapes both accurately and swiftly when compared with existing shape recognition-based baseline methods. Leveraging precise shape recognition, our approach also tops the charts in grasping success rates among existing techniques. Notably, our recognition-driven method demonstrates a grasping performance on par with many prevalent end-to-end strategies. This is achieved while enjoying the benefits of minimal training data requirements and adaptability to a broad spectrum of grippers, in contrast to the constraints of end-to-end methods.

### 1.3.2 Adopting Shape Recognition for Pushing Dynamics Learning

Taking the same perspective, we extend the advantages of shape recognition to the problem of learning non-prehensile manipulation, with a particular focus on learning pushing dynamics. While shape recognition has conferred numerous benefits in grasping problems, its application to pushing manipulation remains unexplored. Mirroring the grasping method described earlier, we first recognize the shapes of the objects on the tabletop using superquadrics. One significant advantage of introducing shape recognition to this domain is the natural ability to define the $\mathrm{SE}(2)$-equivariant pushing dynamics model, allowing us to purposefully design a neural network architecture inherently possessing the equivariance property. To this end, we introduce a neural network-based $\mathrm{SE}(2)$ equivariant pushing dynamics model named SuperQuadric Pushing Dynamics Network (SQPD-Net). Central to ensuring the model's equivariance is the appropriate transformation of the pushing action coordinates and the objects' poses. This method inherently accounts for the symmetry of the physical systems, leading to substantial enhancements in generalization performance. Our results demonstrate that our shape recognition-based model outperforms existing vision-based pushing dynamics models, especially with the aid of $\mathrm{SE}(2)$-equivariance. Further validation of our model's effectiveness is provided through its application in model-based optimal controls for various pushing manipulation tasks, corroborated by both simulation and real-world experiments.

### 1.3.3 Mechanical Search on Shelves using Shape Recognition

The final contribution of this thesis addresses the practical yet challenging task of mechanical search on cluttered shelves. This entails finding and grasping a desired target object on a cluttered shelf, even when the target is occluded by unknown objects and initially remains undetected by a vision sensor. In such scenarios, the robot has the
responsibility to rearrange the surrounding objects in order to determine the target's pose and subsequently grasp it, ensuring all the while that it avoids collisions with the shelf and adjacent objects. The geometric configuration of the shelf, which permits visual observations exclusively from the front and restricts the manipulator's operational space, introduces further challenges. We employ shape recognition models to tackle this problem, specifically the superquadric recognition model mentioned previously. By integrating the prehensile and non-prehensile manipulation techniques we developed above, the superquadric object representation further facilitates fast depth image rendering and collision assessments. This empowers the robot to effectively and safely (i.e., without causing collision) find the target object. We have corroborated the efficacy of our approach, demonstrating its capability to find and grasp target objects using a conventional two-finger robot gripper, both in simulations and real-world scenarios. Importantly, our method remains robust even when faced with noise originating from vision sensor data in real-world environments.

### 1.4 Organization

In Chapter 2, we review the superquadrics and their deformable counterparts. We begin by offering a succinct description of the formulas associated with superquadrics, encompassing both their implicit surface functions and surface normal vectors, which are essential for grasp pose generation. Subsequently, we introduce a more expressive set of shapes termed deformable superquadrics. These are derived by applying global tapering and bending deformations to the vanilla superquadrics. We conclude the chapter by deriving the formulas needed to determine the surface normal vector of these deformable superquadrics.

In Chapter 3, we introduce a novel shape recognition-based grasping method that
advances beyond existing techniques. We begin by detailing a shape recognition model called the Deformable Superquadric Network (DSQNet). This model takes partially observed point cloud data as its input and produces the eight parameters and the pose of the deformable superquadric, ensuring it aligns with the complete shape of the partially observed object, even accounting for occluded sections. We then elaborate on how our comprehensive framework depicts the object using multiple deformable superquadrics, incorporating an additional segmentation step when the object consists of several parts. Additionally, we explain the training processes for both the segmentation network and the DSQNet. Through comparative analysis, we demonstrate that our method outperforms its counterparts in terms of accuracy and computational speed. Furthermore, we validate that our shape recognition-based grasping method consistently achieves the highest success rate when compared to existing methods. This chapter is based on [64].

In Chapter 4, we introduce a shape recognition-based pushing dynamics model that exhibits the $\mathrm{SE}(2)$-equivariance property, setting it apart from existing approaches. We begin with a detailed definition of the $\mathrm{SE}(2)$-equivariant pushing dynamics model and purposefully design a neural network architecture which, by its construction, possesses the equivariance property. Importantly, we elucidate the fundamental approach to ensure model equivariance by appropriately transforming the coordinates associated with the pushing action and the objects' poses. Subsequently, we detail the neural networkbased SE(2)-equivariant pushing dynamics model, termed SuperQuadric Pushing Dynamics Network (SQPD-Net), which draws from the superquadric recognition model. In the latter part of this chapter, we formulate a model-based pushing manipulation problem, designed to manipulate objects utilizing the acquired pushing dynamics model aligned with predefined task criteria. Our evaluations show that our dynamics model consistently outperforms existing state-of-the-art methods in predicting post-push object
trajectories. Furthermore, we validate the effectiveness of our model through its application in model-based optimal control scenarios across a range of pushing manipulation tasks, with results validated in both simulated and real-world settings. This chapter is based on [65].

Chapter 5 addresses the challenge of mechanical search on cluttered shelves, leveraging the merits of the shape recognition method. We begin by outlining a pioneering framework to find and grasp a target object using a standard gripper, incorporating both prehensile and non-prehensile manipulations. Specifically, we introduce two key indicator functions: (i) an existence function, which discerns the potential presence of the target, and (ii) a graspability function, assessing the viability of grasping the detected target. Subsequently, we formulate a model-based optimal control problem, termed Search-for-Grasp. We further detail how the proposed indicator functions and their corresponding dynamics models can be adeptly estimated by harnessing a shape recognition model. Our evaluations reveal that our approach reliably finds and grasps the target object using a standard robotic gripper in both simulated and real-world environments. Notably, we demonstrate the adaptability and robustness of our method in the face of noise from real-world vision sensors. This chapter is based on [66].

## 2

## Preliminaries: Deformable

## Superquadrics

### 2.1 Introduction

In this chapter, we review the use of deformable superquadrics as a set of shape primitives. The superquadrics constitute an extended set of quadric surfaces [61, 62], and they are further categorized into superellipsoids, superparaboloids, and supertoroids. Chapter 2.2 briefly describes the formulas for these superquadrics, including their implicit surface functions and surface normal vectors (needed for grasp pose generation). Throughout this dissertation, we use the term "superquadrics" to exclusively refer to superellipsoids, except for Chapter 3.7; this excluded section introduces algorithms that utilize both superellipsoids and superparaboloids.

Although more expressive than quadrics, superquadrics are still limited by their inability to capture tapered and bent objects. Chapter 2.3 describes more expressive shape primitives named deformable superquadrics, obtained by applying global tapering and
bending deformations to superquadrics [67, 63]. Formulas for determining the surface normal vector of deformable superquadrics are also derived.

### 2.2 Superquadrics

### 2.2.1 Superellipsoids

The superellipsoids are an extended set of ellipsoid surfaces that can be used to represent diverse shapes ranging from boxes, cylinders, and ellipsoids to bi-cones, octahedra, and other complex symmetric shapes, even those with rounded corners and edges. The corresponding implicit equations for a superellipsoid surface are of the form

$$
\begin{equation*}
f(x, y, z)=\left(\left|\frac{x}{a_{1}}\right|^{\frac{2}{e_{2}}}+\left|\frac{y}{a_{2}}\right|^{\frac{2}{e_{2}}}\right)^{\frac{e_{2}}{e_{1}}}+\left|\frac{z}{a_{3}}\right|^{\frac{2}{e_{1}}}=1 \tag{2.2.1}
\end{equation*}
$$

where $a_{1}, a_{2}, a_{3}$ are size parameters and $e_{1}, e_{2}$ are shape parameters. Some examples of possible shapes (with fixed size parameters) are shown in the upper row of Figure 2.1.

The implicit function of Equation (2.2.1) can be explicitly parametrized using polar coordinates $(\theta, \phi)$ as follows:

$$
\mathbf{x}=\left[\begin{array}{l}
x  \tag{2.2.2}\\
y \\
z
\end{array}\right]=\left[\begin{array}{c}
a_{1} \cos ^{e_{1}} \theta \cos ^{e_{2}} \phi \\
a_{2} \cos ^{e_{1}} \theta \sin ^{e_{2}} \phi \\
a_{3} \sin ^{e_{1}} \theta
\end{array}\right],
$$

where $-\pi / 2 \leq \theta \leq \pi / 2$ and $-\pi \leq \phi \leq \pi$. Note that for exponent $e, \cos ^{e} \theta:=$ $\operatorname{sgn}(\cos \theta)|\cos \theta|^{e}$, and $\sin ^{e} \theta$ is defined similarly.

The outward pointing surface normal vector $\mathbf{n}$ of a superellipsoid surface at a point
Box



Figure 2.1: Examples of superellipsoids (upper row, Chapter 2.2.1), superparaboloids (middle row, Chapter 2.2.2), and supertoroids (lower row, Chapter 2.2.3).


Figure 2.2: Radial distance $\delta$ between a point $\mathbf{x}_{0}$ and a superquadric $f(\mathbf{x})=1$.
$\mathbf{x}(\theta, \phi)$ can be calculated as the vector product of the two tangent vectors $\frac{\partial \mathbf{x}}{\partial \phi}$ and $\frac{\partial \mathbf{x}}{\partial \theta}$ :

$$
\mathbf{n}(\mathbf{x})=\frac{\partial \mathbf{x}}{\partial \phi} \times \frac{\partial \mathbf{x}}{\partial \theta}=c(\theta, \phi)\left[\begin{array}{c}
\frac{1}{a_{1}} \cos ^{2-e_{1}} \theta \cos ^{2-e_{2}} \phi  \tag{2.2.3}\\
\frac{1}{a_{2}} \cos ^{2-e_{1}} \theta \sin ^{2-e_{2}} \phi \\
\frac{1}{a_{3}} \sin ^{2-e_{1}} \theta
\end{array}\right]
$$

for some scalar function $c(\theta, \phi)$ (for our purposes $c(\theta, \phi)$ can be ignored since we only require the surface normal direction).

Distance between a point and a superellipsoid $\delta$. There is no closed-form solution for the shortest distance between a point $\mathbf{x}_{0}$ and a superquadric surface $f(\mathbf{x})=1$. Instead, we obtain another distance form that has a closed form, named the radial distance, and we primarily use this distance form when fitting data points (or a data point cloud) to a superquadric. The radial distance $\delta\left(\mathbf{x}_{0}, f\right)$ between a point $\mathbf{x}_{0}$ and a superquadric $f(\mathbf{x})=1$ is defined by the Euclidean distance between $\mathbf{x}_{0}$ and $\mathbf{x}_{1}-\mathbf{x}_{1}$ is the intersection point of the surface $f(\mathbf{x})=1$ and the straight line connecting $\mathbf{x}_{0}$ and the origin of the superquadric - as described in Figure 2.2.

The intersection point $\mathbf{x}_{1}$ can be written as $\mathbf{x}_{1}=\beta \mathbf{x}_{0}$, where $\beta$ is a positive scalar value. Since the point $\mathbf{x}_{1}$ lies on the surface of the superquadric, the equation $f\left(\mathbf{x}_{1}\right)=1$ must be satisfied. Since $f\left(\mathbf{x}_{1}\right)$ can be rewritten as

$$
\begin{equation*}
f\left(\mathbf{x}_{1}\right)=\left(\left|\frac{\beta x_{0}}{a_{1}}\right|^{\frac{2}{e_{2}}}+\left|\frac{\beta y_{0}}{a_{2}}\right|^{\frac{2}{e_{2}}}\right)^{\frac{e_{2}}{e_{1}}}+\left|\frac{\beta z_{0}}{a_{3}}\right|^{\frac{2}{e_{1}}}=\beta^{\frac{2}{e_{1}}} f\left(\mathbf{x}_{0}\right) \tag{2.2.4}
\end{equation*}
$$

we can obtain $\beta$ in a closed form as follows:

$$
\begin{equation*}
\beta=f^{-\frac{e_{1}}{2}}\left(\mathbf{x}_{0}\right) . \tag{2.2.5}
\end{equation*}
$$

Thus, the radial distance $\delta$ between the point $\mathbf{x}_{0}$ and the superquadric $f(\mathbf{x})=1$ can be calculated with a closed-form solution:

$$
\begin{equation*}
\left.\delta=\left\|(1-\beta) \mathbf{x}_{0}\right\|=\left\|\mathbf{x}_{0}\right\| \| 1-f^{-\frac{e_{1}}{2}}\left(\mathbf{x}_{0}\right) \right\rvert\, . \tag{2.2.6}
\end{equation*}
$$

### 2.2.2 Superparaboloids

The superparaboloids are the geometric shapes that resemble paraboloids, and the implicit function for a superparaboloid surface has the following form

$$
\begin{equation*}
f(x, y, z)=\left(\left|\frac{x}{a_{1}}\right|^{\frac{2}{e_{2}}}+\left|\frac{y}{a_{2}}\right|^{\frac{2}{e_{2}}}\right)^{\frac{e_{2}}{e_{1}}}-\left(\frac{z}{a_{3}}\right)=1 \tag{2.2.7}
\end{equation*}
$$

where $a_{1}, a_{2}, a_{3}$ controls the sizes and $e_{1}, e_{2}$ controls the geometric shapes. Some examples of the superparaboloids are shown in the middle row of Figure 2.1. Similarly, the implicit function of Equation (2.2.7) can be explicitly parametrized using coordinates $(\theta, u)$ as follows:

$$
\mathbf{x}=\left[\begin{array}{l}
x  \tag{2.2.8}\\
y \\
z
\end{array}\right]=\left[\begin{array}{c}
a_{1} u \cos ^{e_{2}} \theta \\
a_{2} u \sin ^{e_{2}} \theta \\
a_{3}\left(u^{\frac{2}{e_{1}}}-1\right)
\end{array}\right],
$$

where $-\pi \leq \theta \leq \pi$ and $0 \leq u \leq 1$. The surface normal vector $\mathbf{n}$ of a superparaboloid can be calculated in the same way as in the case of superquadrics using this explicit representation.

### 2.2.3 Supertoroids

The supertoroids are the geometric shapes that resemble toroids, and the implicit function for a supertoroid surface has the following form

$$
\begin{equation*}
f(x, y, z)=\left(\left(\left|\frac{x}{a_{1}}\right|^{\frac{2}{e_{2}}}+\left|\frac{y}{a_{2}}\right|^{\frac{2}{e_{2}}}\right)^{\frac{e_{2}}{2}}-a_{4}\right)^{\frac{2}{e_{1}}}+\left(\frac{z}{a_{3}}\right)^{\frac{2}{e_{1}}}=1 \tag{2.2.9}
\end{equation*}
$$

where $a_{1}, a_{2}, a_{3}, a_{4}$ controls the sizes and $e_{1}, e_{2}$ controls the geometric shapes. Especially, $a_{4}$ controls the size of the hole, while $a_{1}$ and $a_{2}$ control the thickness of the shape. Some examples of the supertoroids are shown in the lower row of Figure 2.1. Similarly, the implicit function (2.2.9) can be explicitly parametrized using coordinates $(\theta, \phi)$ as follows:

$$
\mathbf{x}=\left[\begin{array}{l}
x  \tag{2.2.10}\\
y \\
z
\end{array}\right]=\left[\begin{array}{c}
a_{1}\left(a_{4}+\cos ^{e_{1}} \theta\right) \cos ^{e_{2}} \phi \\
a_{2}\left(a_{4}+\cos ^{e_{1}} \theta\right) \sin ^{e_{2}} \phi \\
a_{3} \sin ^{e_{1}} \theta
\end{array}\right],
$$

where $-\pi \leq \theta \leq \pi$ and $-\pi \leq \phi \leq \pi$. The surface normal vector $\mathbf{n}$ of a supertoroid can be calculated in the same way as in the case of superellipsoids using this explicit representation.

### 2.3 Deformable Superquadrics

### 2.3.1 Tapering Deformation

In the case of tapering, a shape is gradually thinned or expanded along some direction. A parametric tapering deformation $D_{t}$ along the $z$-axis is defined to be

$$
\mathbf{x}=\left[\begin{array}{l}
x  \tag{2.3.11}\\
y \\
z
\end{array}\right] \longmapsto \mathbf{X}=\left[\begin{array}{c}
t_{k}(z) x \\
t_{k}(z) y \\
z
\end{array}\right]
$$

where $t_{k}(z)$ is called the tapering function with tapering parameter $k$. In our later examples we will make frequent use of the linear tapering function

$$
\begin{equation*}
t_{k}(z)=\frac{k}{a_{3}} z+1, \tag{2.3.12}
\end{equation*}
$$

where $-1 \leq k \leq 1$. Observe that the tapered superquadrics correspond to the original superquadrics when $k=0$. Examples of tapered superquadrics are shown in the upper row of Figure 2.3.

To calculate the surface normal vector of deformable superquadrics, the formulas for inverse transformations and Jacobian matrices of the deformation functions are required. The inverse transformation $D_{t}^{-1}$ of the tapering deformation $D_{t}$ is simply calculated by:

$$
\mathbf{X}=\left[\begin{array}{l}
X  \tag{2.3.13}\\
Y \\
Z
\end{array}\right] \longmapsto \mathbf{x}=\left[\begin{array}{c}
\frac{1}{t_{k}(Z)} X \\
\frac{1}{t_{k}(Z)} Y \\
Z
\end{array}\right]
$$

The Jacobian matrix $\partial D_{t} / \partial \mathbf{x}$ of the tapering deformation $D_{t}$ is obtained by:

$$
\frac{\partial D_{t}}{\partial \mathbf{x}}(\mathbf{x})=\left[\begin{array}{ccc}
t_{k}(z) & 0 & \frac{\partial t_{k}}{\partial z}(z) x  \tag{2.3.14}\\
0 & t_{k}(z) & \frac{\partial t_{k}}{\partial z}(z) y \\
0 & 0 & 1
\end{array}\right]
$$



Figure 2.3: Examples of tapered superquadrics (upper row, Chapter 2.3.1), and bent superquadrics (lower row, Chapter 2.3.2).

### 2.3.2 Bending Deformation

Among the many possible bending deformations (e.g., parabolic, V-shaped), we will mostly rely on the parametric bending deformation $D_{b}$ that bends the $z$-axis into a circular section via the deformation

$$
\mathbf{x}=\left[\begin{array}{l}
x  \tag{2.3.15}\\
y \\
z
\end{array}\right] \longmapsto \mathbf{X}=\left[\begin{array}{c}
x+(R-r) \cos \alpha \\
y+(R-r) \sin \alpha \\
\left(b^{-1}-r\right) \sin \gamma
\end{array}\right],
$$

where

$$
\begin{align*}
\gamma & =z b \\
r & =\cos (\alpha-\operatorname{atan} 2(y, x)) \sqrt{x^{2}+y^{2}}  \tag{2.3.16}\\
R & =b^{-1}-\left(b^{-1}-r\right) \cos \gamma
\end{align*}
$$

Here $b>0$ and $\alpha$ respectively represent the degree and direction of bending in the $x-y$ plane. The deformable superquadric converges to the original superquadric as $b$ approaches zero. Examples for bent superquadrics are shown in the lower row of Figure 2.3.

The inverse transformation $D_{b}^{-1}$ of the bending deformation $D_{b}$ is calculated by:

$$
\mathbf{X}=\left[\begin{array}{l}
X  \tag{2.3.17}\\
Y \\
Z
\end{array}\right] \longmapsto \mathbf{x}=\left[\begin{array}{c}
X-\left(R^{\prime}-r^{\prime}\right) \cos \alpha \\
Y-\left(R^{\prime}-r^{\prime}\right) \sin \alpha \\
\frac{\gamma^{\prime}}{b}
\end{array}\right]
$$

where

$$
\begin{align*}
R^{\prime} & =\cos (\alpha-\operatorname{atan} 2(Y, X)) \sqrt{X^{2}+Y^{2}} \\
r^{\prime} & =b^{-1}-\sqrt{\left(Z^{2}+\left(b^{-1}-R^{\prime}\right)^{2}\right.}  \tag{2.3.18}\\
\gamma^{\prime} & =\operatorname{atan} 2\left(Z, b^{-1}-R^{\prime}\right)
\end{align*}
$$

We note that the values $(r, R, \gamma)$ for the transformation $D_{b}$ and the $\left(r^{\prime}, R^{\prime}, \gamma^{\prime}\right)$ for the inverse transformation $D_{b}^{-1}$ have the same meaning, i.e., they are the same values, but expressed in different coordinates. The Jacobian matrix $\partial D_{b} / \partial \mathbf{x}$ is obtained by:

$$
\frac{\partial D_{b}}{\partial \mathbf{x}}(\mathbf{x})=\left[\begin{array}{ccc}
1+r_{x}(\cos \gamma-1) \cos \alpha & r_{y}(\cos \gamma-1) \cos \alpha & (1-r b) \sin \gamma \cos \alpha  \tag{2.3.19}\\
r_{x}(\cos \gamma-1) \sin \alpha & 1+r_{y}(\cos \gamma-1) \sin \alpha & (1-r b) \sin \gamma \sin \alpha \\
-r_{x} \sin \gamma & -r_{y} \sin \gamma & (1-r b) \cos \gamma
\end{array}\right]
$$

where

$$
\begin{align*}
& r_{x}=\frac{-y \sin (\alpha-\operatorname{atan} 2(y, x))+x \cos (\alpha-\operatorname{atan} 2(y, x))}{\sqrt{x^{2}+y^{2}}}  \tag{2.3.20}\\
& r_{y}=\frac{x \sin (\alpha-\operatorname{atan} 2(y, x))+y \cos (\alpha-\operatorname{atan} 2(y, x))}{\sqrt{x^{2}+y^{2}}}
\end{align*}
$$

### 2.3.3 Combined Deformation

Tapering and bending can be concatenated in the obvious way, i.e., $D=D_{b} \circ D_{t}$ (note that the two deformations are not commutative, i.e., $D_{b} \circ D_{t} \neq D_{t} \circ D_{b}$ ). Applying $D$ to a superquadric surface $f(\mathbf{x})=1$, the implicit equations for a deformable superquadric surface are of the form $f \circ D^{-1}(\mathbf{X})=1$; we denote this implicit surface equation by $f_{D} \equiv f \circ D^{-1}$.

Finally, the surface normal vector $\mathbf{N}$ of the deformable superquadric surface $f \circ$ $D^{-1}(\mathbf{X})=1$ at a point $\mathbf{X}=D(\mathbf{x})$ can be calculated as follows:

$$
\begin{equation*}
\mathbf{N}(\mathbf{X})=\operatorname{det}\left(\frac{\partial D}{\partial \mathbf{x}}\right){\frac{\partial D^{-T}}{\partial \mathbf{x}}}^{\mathbf{n}(\mathbf{x}), ~} \tag{2.3.21}
\end{equation*}
$$

where $\mathbf{n}(\mathbf{x})$ is the surface normal vector of the superquadric surface $f(\mathbf{x})=1$ at the point $\mathbf{x}$. The Jacobian matrix of the combined deformation $\partial D / \partial \mathbf{x}$ can be calculated by:

$$
\begin{equation*}
\frac{\partial D}{\partial \mathbf{x}}(\mathbf{x})=\frac{\partial D_{b}}{\partial \mathbf{x}}\left(D_{t}(\mathbf{x})\right) \frac{\partial D_{t}}{\partial \mathbf{x}}(\mathbf{x}) \tag{2.3.22}
\end{equation*}
$$

## DSQNet: Deformable

## Superquadric Network

### 3.1 Introduction

The problem of grasping known objects for which prior CAD models are available is by now well-understood, with several reliable and efficient model-based solutions deployed in structured manufacturing settings (see, e.g., [1, 2]). In practice, however, especially in many of today's warehouse logistics and automation environments, a far more prevalent scenario is the need to grasp, in real-time, unknown objects that are seen for the first time by the robot (or more specifically, for which prior CAD models of the objects are not available) that may be only partially visible because of, e.g., occlusions.

Spurred in part by the great success of deep learning networks in the recognition and detection of objects in images, recently there has been considerable interest in applying deep learning networks to the problem of grasping partially visible unknown objects. Existing approaches can be roughly divided into those that are end-to-end, in the sense
of training a deep neural network to generate a grasp pose for an object directly from the raw vision data input, $[7,8,9,10,11,12,13,14,15]$, and two-step methods (or alternatively, recognition-based methods) that first attempt to recognize the object shape by matching the raw vision data to a set of predefined shape primitives [45, 46, 47, $54,48,59,49,68,50]$ or general 3D representation such as voxel-valued or implicit functions representations $[51,58,60,69,70,71]$, and then to generate a grasp pose based on the object geometry. In particular, this chapter focuses on shape primitivebased two-step grasping methods.

Despite the widely reported successes of end-to-end methods, these impressive results are usually obtained at significant cost and effort. End-to-end methods typically require very large data sets, on the order of hundreds of thousands to millions of vision sensor data-grasp pose pairs. Physics-based simulations are widely used to augment the experimentally obtained real data, but as is well-known, the accuracy of any physicsbased simulator, particularly when multiple contacts with friction are involved, remains questionable at best. Not surprisingly, network training also can be very time-consuming and computationally expensive for such large data sets. Finally, and perhaps most critically, the trained the network will only work reliably for the gripper used to collect the training data, or those that are very similar in design; different gripper designs will inevitably require some level of re-training with newly collected data. We refer to the survey paper for comprehensive reviews for the end-to-end grasping methods [16].

Recognition-based methods overcome many of the limitations of end-to-end methods, at the cost of relying on object shape models that may lack sufficient generality. Large data collection and expensive network training of end-to-end methods are now replaced by an object shape recognition step, which requires analysis and additional
real-time computation based on certain assumptions made about the objects. Some approaches require no training data sets at all $[44,45,46,47,48,49,50]$ or considerably less data $[54,59,68]$. Since recognition and grasp pose generation are decoupled, recognition-based methods can be used for a wider range of grippers simply by modifying the grasp pose generation module.

The main limitations of existing recognition-based methods are, not surprisingly, in the accuracy and overall performance of the object recognition. Most recognition methods rely on the use of shape primitives, e.g., boxes, spheres, cylinders, and other standard shapes, with which even simple everyday objects such as bottles and mugs often cannot be easily represented. For example, even the most expressive among currently used shape primitives, the superquadric [44, 49], has difficulty in capturing the mug of Figure 3.1(a).

A more critical limitation of existing recognition-based methods is that they typically involve a computation-intensive optimization as an intermediate step, in the form of optimally fitting a given shape primitive to a set of partially observed point cloud data. The optimization usually cannot be performed in real-time. Worse, the local optima obtained sometimes bear no relation to the actual object: because only partial point cloud data are fitted, the fitted primitives can often miss entirely the occluded parts of the objects (see Figure 3.1(b) for the case of a box). Techniques like point cloud mirroring [49] have had some limited success in overcoming some of these deficiencies, but mostly for simple symmetric objects like boxes, cylinders, and spheres.

In this paper, we directly address the two fundamental limitations of current recognition based grasp generation methods. First, we employ a richer class of shape primitives, the deformable superquadrics [63]. The deformable superquadrics are parametrized through eight continuous parameters and can express a more varied range of shapes (see Figure 3.1(a) and 2.3). Closed-form surface equations are also available [61, 62, 63],


Figure 3.1: (a) Shape recognition results for superquadric versus deformable superquadric primitives: the latter can capture the handle of the mug, whereas the former cannot. (b) Shape recognition results using optimization-based fitting versus DSQNet: the latter is able to capture the occluded parts of the box that are missed by conventional methods.
which can, in turn, be used to efficiently calculate point-to-surface distances for fitting. We construct a set of deformable superquadric primitives targeted for grasping applications that can be easily concatenated and balances expressiveness with efficiency.

The second, and more significant, contribution is that rather than attempt to optimally fit a deformable superquadric surface to a set of partially observed point cloud data, we instead develop a supervised learning algorithm for this purpose. Specifically, we design a neural network architecture - we refer to the network as the Deformable Superquadric Network (DSQNet) - that takes as input the partially observed point cloud data, and outputs the eight parameters and the pose of the deformable superquadric so that it matches the full shape of the object, including the occluded parts (see Figure 3.1(b)). To train DSQNet, a dataset consisting of pairs of a ground-truth point cloud and a corresponding partially observed point cloud is constructed: (i) a set of synthetic primitive object shapes are generated, and (ii) for each primitive shape, a ground-truth point cloud is uniformly sampled, and a partially observed point cloud is rendered using a simulated depth camera. The network is then trained to minimize fitting errors between the ground-truth point cloud and the predicted deformable superquadric.

Our recognition-based method proceeds in three steps as shown in Figure 3.2: (i) a trained segmentation network - for our purposes we use the DGCNN [72] network - is used to segment a partially observed point cloud into a set of simpler point clouds; (ii) The trained DSQNet converts each point cloud into a deformable superquadric primitive, with its collective union representing the full object shape; (iii) grasp poses are generated in a gripper-dependent manner from the recognized full shapes. For a twofinger gripper, a sampling-based grasping algorithm that exploits the closed-form surface equations for deformable superquadrics to find antipodal grasp points is used.

Our approach retains the many advantages of recognition-based methods, and at


Figure 3.2: Pipeline for proposed recognition-based grasping algorithm.
the same time exploits the learning framework used in end-to-end approaches to precisely address the two critical limitations of existing recognition-based methods (realtime recognition, and identifying object shapes from partial point cloud data). Recognition is performed quickly and accurately with a simple forward pass of the neural network. Using a range of everyday objects, extensive experiments and benchmark comparisons against existing methods highlight both the strengths, and also potential areas of improvement, of our approach. On recognizing household objects, our method achieves the highest accuracy (with respect to volumetric IoU) and fastest computation speeds among existing recognition-based methods. Conducting over 150 trials of physical grasping experiments involving 15 standard household objects, our grasping method shows a $93 \%$ success rate, outperforming current state-of-the-art methods by over $7 \%$.

### 3.2 Related Works

### 3.2.1 Optimization-based Recognition Methods for Grasping

Optimization-based recognition methods predict the full shape of the object, including occluded parts, under the assumption that most everyday objects are combinations of simple shapes (e.g., box). Another underlying reason for this assumption is that grasp poses can be quickly and easily generated for such objects.

Optimization-based recognition using shape primitives. A common feature of optimization based methods is that they attempt to find a set of shape primitives that best fit the partially observed point cloud data. The set of pre-defined geometric shape primitives can be bounding boxes [45], shapes consisting of cylinders, boxes and spheres [46, 47], or some customized shape primitive sets [48]. It is important to note that these simple shape primitives cover only a limited subset of possible shapes; for example, ellipsoids and cones cannot be easily represented using these existing shape primitives.

Using superquadrics beyeond using pre-defined shape primitives. Several studies have used superquadric shape primitives as one possible remedy. Using five continuous parameters, superquadrics can represent a wider range of shapes, and also have closedform parametric equations that can be used to efficiently fit the primitive to the given point cloud data [61, 62]. Previous works that use superquadrics to fit target objects for grasp planning include [44, 73]. More recently, several works have focused on superquadric fitting of unknown objects based on depth sensor data [74, 49, 75, 76]. [50] predicts a superquadric representation of a local part of the target object. It bears repeating that superquadrics are still not expressive enough to represent common shapes of everyday objects, e.g., cones, or handles of cups and mugs. One of the contributions of this paper is the application of a richer set of shape primitives, the deformable superquadrics [63].

Heuristics for optimization-based recognition. Optimization-based methods for occluded object recognition are almost always accompanied by a set of heuristics designed to detect, e.g., symmetries in the partially observed point cloud, for example extrusion detection [74], symmetric plane detection [77], or point cloud mirroring [49]. These existing methods are only applicable to box-, cylinder-, or sphere-like objects with simple symmetry; extension to more complex object shapes is not straightforward. There have been attempts to capture shape uncertainty of more complex shapes using Gaussian processes [78], but these methods also have difficulties when large parts of the object are occluded.

### 3.2.2 Learning-based Recognition Methods for Grasping

To address the limitations of shape optimization methods, learning-based recognition methods that rely on deep neural networks have been proposed. Unlike optimizationbased methods, learning-based methods do not rely on heuristics or simplifying assumptions; rather, they rely on experiential training data to predict the occluded parts of the objects. Another important advantage of learning-based methods is that real-time recognition is possible with just a simple forward pass of the neural network.

Learning object shapes using general 3D representation. One class of learningbased methods predicts the full shape of the object by using general 3D representation such as voxel-valued or implicit function representations. [51] trains a 3D convolutional neural network to predict the occupancy grids (a type of voxel-valued representation). [58] learns a parametric object implicit function (more specifically, a neural network that takes a 3D query point as input and outputs signed distance from the object surface). [60] proposes a network that predicts a voxel-valued representation of a local part of the target object. [69] developes a method for generating a 3D voxel grid directly from

RGB-D images. [70] integrates uncertainty into their shape completion network in which the network predicts the likelihood of accuracy for each point in the generated model. [71] presents a technique for predicting the depth image of an object's 'back' side using a masked depth image. This process allows for the rapid combination of the front and back sides to create a complete object mesh. These methods all share the disadvantage of a time-consuming planning stage to generate feasible grasp poses. For example, the recognized object mesh is fed into the computationally expensive GraspIt! or used to perform a time-consuming grasp quality optimization for these high-dimensional object representations.

Jointly learning 3D recognition and grasp planner. Recently, various approaches integrate a grasp generation network with a shape completion module to expedite the process of grasp pose generation. [79] uses a dual-network strategy, involving one network for shape completion and another for predicting grasp outcomes. They observe enhanced performance in the grasp prediction network when it utilizes the feature space created by the shape completion network. [80] and [81] implement a shape completion network that processes voxelized point cloud inputs. This network's outputs are then employed to concurrently train a network focused on refining grasp poses. [82] emphasizes the interconnection between 3-D reconstruction and grasping and accordingly adopt a self-supervised method to reconstruct an object and determine a suitable grasp. [83] focuses on simultaneously regressing a grasp pose while also reconstructing an object's point cloud.

Learning object shapes via 3D shape primitives. Other works have attempted to use neural networks to recognize object shapes by predicting a set of shape primitives rather than their general 3D representations [54, 59, 68]. Like optimization-based methods, these methods can efficiently generate grasp poses. At the same time, they can recognize objects quickly and directly without the use of heuristics. [54] uses a deep
neural network to output shape primitives consisting of cylinders, boxes, or spheres to predict the full object shapes. The more recent [59] and [68] use pre-defined finite shape templates as primitives: the point cloud is first segmented into simpler point clouds using a trained deep network, after which each segment is recognized using the best-fitting shape template.

Our work is also in the spirit of $[54,59,68]$ in merging learning methods with shape primitives. Because the shape primitives used in existing methods are not expressive enough to capture a large class of common everyday objects, we propose a deep learning based recognition framework that uses the more expressive deformable superquadrics as shape primitives.

### 3.3 Deformable Superquadric Network

We now describe the Deformable Superquadric Network (DSQNet), a deep neural network that takes a partially observed point cloud $\mathcal{P}:=\left\{\mathbf{x}_{i} \in \mathbb{R}^{3}\right\}_{i=1}^{N}$ as input, and outputs the deformable superquadric primitive that best represents the full object shape. $\mathcal{P}$ is obtained by observing an object from a (synthetic or real-world) depth camera. Specifically, DSQNet predicts the following parameters (see Chapter 2.2): size $\mathbf{a}=$ $\left(a_{1}, a_{2}, a_{3}\right) \in \mathbb{R}^{3}$, shape $\mathbf{e}=\left(e_{1}, e_{2}\right) \in \mathbb{R}^{2}$, tapering coefficient $k \in \mathbb{R}$, bending coefficients $b \in \mathbb{R}$ and $\alpha \in \mathbb{S}^{1}$, and a pose $\mathbf{T} \in \mathrm{SE}(3)$ that arbitrarily translates and rotates the canonical surface $f_{D}(\mathbf{x})=1$ in three-dimensional space. Using the predicted parameters, the surface equation for the deformable superquadric primitive at the pose $\mathbf{T}$ can be written as follows:

$$
\begin{equation*}
f_{D}\left(\mathbf{T}^{-1} \mathbf{x}\right)=1 \tag{3.3.1}
\end{equation*}
$$

Note that DSQNet is not trained to merely fit the partially observed point cloud, but rather the ground-truth point cloud $\mathcal{P}_{g}:=\left\{\mathbf{x}_{g, i} \in \mathbb{R}^{3}\right\}_{i=1}^{N_{g}}$, which is obtained by uniformly sampling the surface of the object. In this regard, the objective of the DSQNet is to achieve the approximate equality

$$
\begin{equation*}
f_{D}\left(\mathbf{T}^{-1} \mathbf{x}_{g, i}\right) \approx 1 \text { for all } i=1, \ldots, N_{g} \tag{3.3.2}
\end{equation*}
$$

Below we discuss further requirements on the network architecture and loss function for training.

### 3.3.1 DSQNet Architecture

The neural network architecture for DSQNet is shown in Figure 3.3. The first requirement of DSQNet is that it should be permutation-invariant, i.e., the output should not depend on how the input point cloud data are ordered. Among existing permutationinvariant networks, we adopt the EdgeConv layers from the Dynamic Graph Convolution Neural Network (DGCNN) [72]. The input point cloud $\mathcal{P}$ passes through five EdgeConv layers with point-wise latent space dimensions $(64,64,128,256)$ and a max pooling layer, producing a 1024-dimensional global feature vector that captures semantic information about $\mathcal{P}$ in a permutation-invariant manner.

The global feature vector is then passed through additional networks (described below) before producing the output deformable superquadric parameters: size a, shape $\mathbf{e}$, tapering $k$, bending $(b, \alpha)$, and pose $\mathbf{T}$.

- A lower bound of 0.2 is imposed on each of the shape parameters $\mathbf{e}=\left(e_{1}, e_{2}\right) \in$ $\mathbb{R}^{2}$ to prevent Equation (2.2.1) from diverging as $e_{1}$ or $e_{2}$ goes to zero. Also, to prevent the shapes from becoming overly complex, e.g., non-convex shapes that are less likely to occur in practice, an upper bound of 1.7 is imposed.


Figure 3.3: DSQNet architecture.

Table 3.1: Network configuration for each predictor

| PREDICTOR | Individual layers | Output | Constraints |
| :---: | :---: | :---: | :---: |
| Translation | $(512,256,3)$ | $\mathbf{p}$ | - |
| Rotation | $(512,256,4$, normalize $)$ | $\mathbf{q}$ | $\mathbb{S}^{3}$ |
| Size | $(512,256,3$, sigmoid $)$ | $\mathbf{a}$ | $[0.03,0.53]$ |
| Shape | $(512,256,2$, sigmoid $)$ | $\mathbf{e}$ | $[0.2,1.7]$ |
| Tapering | $(512,256,1$, sigmoid $)$ | $k$ | $[-0.9,0.9]$ |
|  | $(512,256,1$, sigmoid $)$ | $b^{\prime}$ | $[0.01,0.75]$ |
| Bending | $(512,256,2$, normalize $)$ | $\boldsymbol{\alpha}$ | $\mathbb{S}^{1}$ |

- For the bending parameter $b \in \mathbb{R}$, instead of directly predicting $b$, we predict the value $b^{\prime}:=\max \left(a_{1}, a_{2}\right) b$, with $b^{\prime}$ bounded to the interval [0.01, 0.75] to prevent overfitting of irregular shapes.
- For the direction of bending $\alpha \in \mathbb{S}^{1}$, we predict the two-dimensional vector $\boldsymbol{\alpha}=$ $(\cos \alpha, \sin \alpha)$ which is restricted to a unit circle $\mathbb{S}^{1}$ in $\mathbb{R}^{2}$.
- For the pose $\mathbf{T}=[\mathbf{R} ; \mathbf{p}]$ consisting of the translation vector $\mathbf{p}=\left(p_{x}, p_{y}, p_{z}\right)$ and rotation matrix $\mathbf{R} \in S O(3)$, we use the unit quaternion representation $\mathbf{q}=$ $\left(q_{x}, q_{y}, q_{z}, q_{w}\right)$ for $\mathbf{R}$, where $\mathbf{q}$ is restricted to be of unit norm.

The network architecture consists of seven fully-connected multilayer perceptrons $(512,256)$ followed by leaky ReLU nonlinearities. The result of each layer (a 256dimensional feature vector) is then passed to a final linear layer and an additional nonlinearity that outputs $\mathbf{p}, \mathbf{q}, \mathbf{a}, \mathbf{e}, k, b^{\prime}$, and $\boldsymbol{\alpha}$, all while satisfying the constraints and bounds in Table 3.1.

Point Cloud Preprocessing Partially observed point cloud data of an object can have many different numerical representations depending on the reference frames used. We introduce a preprocessing technique that standardizes the point cloud numerical representation, reducing the complexity of the data statistics and thereby accelerating neural network training. For each partially observed point cloud data, we first apply principal component analysis and obtain orthogonal eigenvectors $v_{1}, v_{2}, v_{3} \in \mathbb{R}^{3}$ with corresponding eigenvalues $\lambda_{1}<\lambda_{2}<\lambda_{3}$. The points are represented with respect to a frame whose origin coincides with the point cloud center of mass, with axes aligned along the principal axes $V=\left[v_{2}, v_{1}, v_{3}\right] \in \mathbb{R}^{3 \times 3}$. The length scale for the partially observed point cloud is then scaled so that the distance between the two furthest points is one. In the case of the primitive dataset, the same preprocessing procedure is also applied to the ground-truth point cloud.

### 3.3.2 Loss Function for Training

The loss function used to train DSQNet measures the fit between the ground truth point cloud $\mathcal{P}_{g}$ and the surface corresponding to the deformable superquadric parameters $\left\{a_{1}, a_{2}, a_{3}, e_{1}, e_{2}, k, b, \alpha\right\}$ and pose T. Making use of Equation (3.3.2) for the distance between a point and a deformable superquadric surface, one obvious choice of loss function is

$$
\begin{equation*}
\frac{1}{N_{g}} \sum_{i=1}^{N_{g}}\left\|f_{D}\left(\mathbf{T}^{-1} \mathbf{x}_{g, i}\right)-1\right\|^{2} \tag{3.3.3}
\end{equation*}
$$

where $f_{D}$ denotes the canonical surface equation for the deformable superquadric. In [84] it is shown that the above loss function can lead to deformable superquadric surfaces with large shape parameter $e_{1}$ or large volume $\sqrt{a_{1} a_{2} a_{3}}$. [84] remedies this by proposing the following distance between a point $\mathbf{x}_{0} \in \mathbb{R}^{3}$ and a deformable superquadric surface $f_{D}(\mathbf{x})=f \circ D^{-1}(\mathbf{x})=1$ :

$$
\begin{equation*}
\delta\left(\mathbf{x}_{0}, f_{D}\right)=\left\|\mathbf{x}_{0}\right\|\left|1-f^{-\frac{e_{1}}{2}} \circ D^{-1}\left(\mathbf{x}_{0}\right)\right| \tag{3.3.4}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean norm. The loss function corresponding to this distance metric is

$$
\begin{equation*}
L=\frac{1}{N_{g}} \sum_{i=1}^{N_{g}} \delta^{2}\left(\mathbf{T}^{-1} \mathbf{x}_{g, i}, f_{D}\right) \tag{3.3.5}
\end{equation*}
$$

To prevent overfitting and also to improve stability and convergence of the optimization, a regularization term can also be added. Since bending and tapering occur along the $z$-axis of the superquadric, motivated by the heuristic proposed in [63], we use the following loss function:

$$
\begin{equation*}
L=\frac{1}{N_{g}} \sum_{i=1}^{N_{g}}\left(\delta^{2}\left(\mathbf{T}^{-1} \mathbf{x}_{g, i}, f_{D}\right)\right)+w\left\|\mathbf{z} \times \mathbf{z}_{g}\right\|^{2}, \tag{3.3.6}
\end{equation*}
$$

where $\mathbf{z}$ (i.e., the third column of the rotation $\mathbf{R}$ ) and $\mathbf{z}_{g}$ are respectively the predicted and ground-truth $z$-axes of the pose of deformable superquadric, and $w$ is a weighting
parameter (for our later experiments we set $w$ to 0.01 ).

### 3.4 Grasp Pose Generation Using Deformable Superquadric Primitives

We now describe how to generate feasible grasp poses given the recognized shape expressed as a set of deformable superquadric primitives. Once the shape of an object is recognized, for a given gripper we can apply conventional grasp pose generation techniques [1, 2]. Our focus in this paper will be on parallel jaw grippers; consequently we adopt an antipodal points sampling-based grasp pose generation method. We first describe the antipodal points sampling algorithm for deformable superquadric primitives, then describe our grasp pose generation algorithm using the sampled pairs of antipodal points.

### 3.4.1 Antipodal Points Sampling for Deformable Superquadric Primitives

The problem of finding antipodal points is defined as follows [85]: for a given surface $S$, find two points $\mathbf{x}_{1}, \mathbf{x}_{2} \in S$ such that

$$
\begin{align*}
\mathbf{n}\left(\mathbf{x}_{1}\right)+\mathbf{n}\left(\mathbf{x}_{2}\right) & =\mathbf{0},  \tag{3.4.7}\\
\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right) \times \mathbf{n}\left(\mathbf{x}_{1}\right) & =\mathbf{0}, \tag{3.4.8}
\end{align*}
$$

where $\mathbf{n}(\mathbf{x})$ is the normal vector to the surface at $\mathbf{x} \in S$. The antipodal sampling method is well-suited to deformable superquadric primitives, since surface normal vectors can be efficiently calculated using the closed-form Equation (2.3.21).

The pairs of antipodal points are sampled via the following steps. First, candidate points are uniformly sampled on the surfaces of the recognized deformable superquadric
primitives $\left\{f_{D j}, \mathbf{T}_{j}\right\}_{j=1}^{n_{p}}$. Then, for each sampled point $\mathbf{x}_{1}$, solutions $\mathbf{x}^{*}$ to Equation (3.4.8) are obtained by finding the intersection points between a line $l(t)=\mathbf{x}_{1}+\mathbf{n}\left(\mathbf{x}_{1}\right) \cdot t$, where $t \in \mathbb{R}$, and all deformable superquadric primitives. Finally, for every two points $\mathbf{x}_{1}, \mathbf{x}^{*}$, we verify a relaxed version of equation (3.4.7): $\mathbf{n}\left(\mathbf{x}_{1}\right) \cdot \mathbf{n}\left(\mathbf{x}^{*}\right)<-0.9\left\|\mathbf{n}\left(\mathbf{x}_{1}\right)\right\| \cdot$ $\left\|\mathbf{n}\left(\mathbf{x}^{*}\right)\right\|$. Among all intersection points $\mathbf{x}^{*}$ that satisfy the above requirements, the one that is furthest from $\mathbf{x}_{1}$ - we denote this point $\mathbf{x}_{2}$ - is chosen to be the antipodal point to $\mathrm{x}_{1}$.

Finding the intersections between a line $l$ and a deformable superquadric $f_{D}\left(\mathbf{T}^{-1} \mathbf{x}\right)$ $=1$ is not trivial, since the equation $g(t)=f_{D}\left(\mathbf{T}^{-1} \cdot l(t)\right)-1=0$ has no closed-form solution for $t \in \mathbb{R}$. Therefore, for each deformable superquadric primitive, we use a Newton-Raphson method to find the furthest intersection $\mathbf{x}^{*}=l\left(t^{*}\right)$ from $\mathbf{x}_{1}=l(0)$ among the solutions of $g(t)=0$ and $t>0$. For initial guesses we use the intersections between the line $l(t)$ and a sphere centered at the deformable superquadric origin with radius is $\max \left(a_{1}, a_{2}, a_{3}\right)$, which can be obtained via closed-form solutions.

### 3.4.2 Grasp Pose Generation Algorithm

After the antipodal point pairs are sampled using the above algorithm, six-dof grasp poses are generated heuristically for each sampled antipodal point pair. For each pair, the gripper's approach vector is sampled at intervals of 30 degrees (i.e., twelve grasp poses for each pair). At the final stage, the algorithm checks for collisions and kinematic feasibility of the grasp pose. Among all grasp poses that satisfy the requirements, we choose a grasp pose whose approach vector is closest to the direction of gravity, to favor top-down grasping so as to ease the problem of finding a collision-free path. As a result we calculate the grasp score $c$ as the negative inner product between the normal vector of the table $\mathbf{z}_{t}$ and the grasp approach vector $\mathbf{z}$, i.e., $c=-\mathbf{z}^{T} \mathbf{z}_{t}$; the grasp pose with
the maximum $c$ is chosen. When there are multiple grasp poses with the maximum $c$ (e.g., multiple top-down grasp poses), we randomly select one grasp pose among these. Our grasp pose generation algorithm is summarized in Algorithm 1.

### 3.5 Experimental Results

We now describe experiments comparing (i) the baseline performance of DSQNet against other state-of-the-art methods for a range of shape recognition tasks, and (ii) the grasp success rates of our recognition-based grasping method against existing methods for grasping of real-world objects.

### 3.5.1 Fitting Using Only Partially Observed Point Clouds

In the first set of experiments, we confirm that optimization-based shape recognition methods - fitting only the partially observed point cloud to a deformable superquadric do not fare well in predicting the full object shape, and verify that a supervised learning framework can greatly enhance the recognition performance.

We compare shape recognition results between DSQNet and the Deformable Superquadric Optimization (DSQOpt) method for a range of test sets of the primitive dataset. DSQOpt minimizes the Gross and Boult point-to-surface error metric between the partially observed point cloud and the deformable superquadric, i.e., equation (3.3.4), using the gradient descent method. For a fair comparison, DSQOpt uses the same ranges of deformable superquadric parameters as those for DSQNet.

As illustrated in Figure 3.4, both qualitative and quantitative experimental results confirm that DSQNet is more successful than DSQOpt in determining complete shapes of objects close to the ground-truth. For a quantitative analysis, we use the average Gross and Boult point-to-surface error (lower-the-better) and the average volumetric

```
Algorithm 1 Grasp Pose Generation Using Deformable Superquadric Primitives
    Input: Deformable superquadric primitives
    \(\left\{f_{D_{j}}, \mathbf{T}_{j}\right\}_{j=1}^{n_{p}}\).
    Output: Grasp pose \(\mathbf{g}_{f} \in \mathrm{SE}(3)\).
    Uniformly sample points \(\mathcal{P}_{s}:=\left\{\mathbf{x}_{s, i} \in \mathbb{R}^{3}\right\}_{i=1}^{n_{s}}\)
    \(\mathbf{g}_{f}=I_{4}, c_{f}=0\)
    for \(i=1: n_{s}\) do
        \(E=\varnothing, \mathbf{x}_{1}=\mathbf{x}_{s, i}\)
        Compute \(\mathbf{n}\left(\mathbf{x}_{1}\right)\) using (2.3.21)
        for \(j=1: n_{p}\) do
            Find the solutions \(t>0\) of \(f_{D_{j}}\left(\mathbf{T}_{j}^{-1} \cdot l(t)\right)=1\)
            \(t^{*}=\) the maximum value among the solutions
            \(\mathrm{x}^{*}=l\left(t^{*}\right)\)
            Compute \(\mathbf{n}\left(\mathbf{x}^{*}\right)\) using (2.3.21)
            if \(\mathbf{n}\left(\mathbf{x}_{1}\right) \cdot \mathbf{n}\left(\mathbf{x}^{*}\right)<-0.9\left\|\mathbf{n}\left(\mathbf{x}_{1}\right)\right\| \cdot\left\|\mathbf{n}\left(\mathbf{x}^{*}\right)\right\|\) then
                \(E \leftarrow E \cup\left\{\mathbf{x}^{*}\right\}\)
            end if
        end for
        if \(E \neq \varnothing\) then
            \(\mathbf{x}_{2}=\) the furthest point in \(E\) from \(\mathbf{x}_{1}\)
            Generate grasp poses \(\left\{g_{k}\right\}_{k=1}^{12}\) for \(\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\)
            for \(k=1: 12\) do
                    if kinematic feasible and not collide then
                    \(c=-\mathbf{z}^{T} \mathbf{z}_{t}\)
                    if \(c>c_{f}\) then
                        \(c_{f} \leftarrow c, \mathbf{g}_{f} \leftarrow g_{k}\)
                end if
            end if
            end for
        end if
30: end for
```



Figure 3.4: Shape recognition results for DSQNet and DSQOpt for six types of primitive data sets.

Table 3.2: Fitting error and IoU comparison between DSQNet and DSQOpt

| METHOD | B | E | CY | C | TC | TT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DSQOpt, error | $\mathbf{1 . 7 e - 4}$ | $\mathbf{1 . 8 e - 5}$ | $\mathbf{2 . 6 e - 4}$ | $\mathbf{2 . 5 e - 4}$ | $\mathbf{2 . 2 e - 4}$ | $\mathbf{9 . 1 e - 4}$ |
| DSQNet, error | $2.5 \mathrm{e}-3$ | $7.1 \mathrm{e}-3$ | $4.1 \mathrm{e}-3$ | $3.5 \mathrm{e}-3$ | $3.1 \mathrm{e}-3$ | $1.3 \mathrm{e}-2$ |
| DSQOpt, IoU | .4194 | $\mathbf{. 8 6 4 0}$ | .3924 | .2637 | .4116 | .1378 |
| DSQNet, IoU | $\mathbf{. 8 2 8 8}$ | .8423 | $\mathbf{. 8 5 7 5}$ | $\mathbf{. 8 3 9 4}$ | $\mathbf{. 8 2 9 2}$ | $\mathbf{. 7 5 8 4}$ |

intersection over union (IoU) measure between the predicted and ground-truth mesh (higher-the-better) as shown in Table 3.2. The partially observed point clouds fit well to both deformable superquadric surfaces predicted from DSQOpt and DSQNet. Although the point-to-surface error is much lower for DSQOpt than DSQNet for all primitive types, DSQNet achieves higher volumetric IoU, with an average of over 0.75 . For DSQOpt, since the occluded parts of the objects are not fitted, the predicted shapes differ significantly over these regions, resulting in a poor IoU. In contrast, DSQNet predicts the complete shape close to the ground-truth, even over occluded regions, with the aid of ground-truth shape supervision, showing higher overall recognition performance. Somewhat unusually, the optimization-based method also successfully predicts the complete shape for the case of the ellipsoid.

### 3.5.2 Shape Recognition for Synthetic Objects

In the second set of experiments, we compare the performance of DSQNet against existing methods for shape recognition tasks. For the baseline methods, we use the minimum volume bounding box approach (MVBB) and Primitive Shape CNN (PS-CNN), which is the recognition method of the state-of-the-art recognition-based grasping methods. We also compared the performance with the regular Superquadric Network (SQNet) which is identical to DSQNet but uses regular (i.e., non-deformable) superquadrics.

The two baselines, SQNet, and DSQNet all predict full shapes of the segmented partially observed point clouds, which are obtained using our segmentation network. The minimum volume bounding box (MVBB) methods finds a minimum volume bounding box for each segmented point cloud using principal component analysis [86]. The bounding box approach has been successfully applied to certain recognition tasks [45], thus we compare the performance of MVBB as a baseline.

sets.

Table 3.3: IoU comparison between MVBB, PS-CNN, SQNet, and DSQNet for object dataset

| OBJECT | MVBB | PS-CNN | SQNet (ours) | DSQNet (ours) |
| :---: | :---: | :---: | :---: | :---: |
| B | .3795 | .6442 | .8517 | $\mathbf{. 8 7 5 9}$ |
| E | .3026 | .7429 | .8483 | $\mathbf{. 8 6 6 6}$ |
| CY | .5283 | .7988 | .8903 | $\mathbf{. 8 9 3 9}$ |
| C | .3065 | .5946 | .5421 | $\mathbf{. 8 0 3 9}$ |
| TC | .4448 | .7504 | .7340 | $\mathbf{. 8 2 6 4}$ |
| TT | .3546 | .6141 | .3691 | $\mathbf{. 6 7 5 9}$ |
| Hammer | .5293 | .8101 | $\mathbf{. 8 3 5 8}$ | .8208 |
| Mug | .4666 | .8282 | .7786 | $\mathbf{. 8 4 8 3}$ |
| Screwdriver | .5535 | .8346 | .8631 | $\mathbf{. 8 6 5 5}$ |
| Padlock | .4343 | .6751 | .8182 | $\mathbf{. 8 3 1 2}$ |
| Dumbbell | .4367 | .7976 | .7589 | .7017 |
| Bottle | .4045 | .7610 | .8120 | $\mathbf{. 8 1 8 9}$ |
| Average | .4284 | .7376 | .7588 | $\mathbf{. 8 1 9 1}$ |

PS-CNN is our customized implementation of [59], in which objects are recognized using predefined shape templates consisting of finite shape primitives. Object shapes are recognized by first segmenting the partially observed point cloud into simple point clouds. Each segmented point cloud is then fitted to one of the shape templates using the lowest fitting score for the Iterative Closest Point (ICP) algorithm. For a fair comparison, we use a shape template consisted of 100 uniformly sampled shape parameters for each primitive type (i.e., a total of 600 shapes). We modify our segmentation network to provide primitive type information, since the original work predicts the shape type at the segmentation stage.

We compare all methods both qualitatively and quantitatively for the test sets of the object dataset. DSQNet shows the best shape recognition performance (volumetric IoU) as shown in Figure 3.5 and Table 3.3. MVBB fails to recognize full shapes even for boxes (B), and shows significantly lower IoU values compared to other methods. Recognition performance of PS-CNN is moderately better but limited by the fact that the shape template contains only a finite number of shapes. SQNet successfully recognizes most of the shapes, but fails to recognize shapes that involve deformations (i.e., C , TC, and TT). Among the four algorithms, DSQNet performs the best for most objects, with an average volumetric IoU of 0.8191 . For the dumbbell, DSQNet is outperformed by SQNet and PS-CNN; this can be attributed to both ends of the dumbbell being recognized as a truncated torus, since the segmented point clouds at both ends have holes.

We also confirm that DSQNet shows the best performance in terms of both volumetric IoU and recognition speed. Figure 3.6 shows a graph of average volumetric IoU versus average recognition time for all objects. For PS-CNN, ten different experiments with a range of shape templates are plotted; from left to right, the number of shape templates of each primitive type is increased from 10 to 100 in increments of 10 .


Figure 3.6: Graph of volumetric IoU versus recognition time (calculation time) for MVBB, PS-CNN, SQNet, and DSQNet.

For PS-CNN, a trade-off exists between recognition speed and volumetric IoU; for PSCNN to achieve high recognition performance, the size of shape templates need to be increased at the cost of longer computation time. MVBB takes 0.318 seconds, similar to that of PS-CNN with 20 shape templates. SQNet and DSQNet are the fastest, taking only 0.038 and 0.043 seconds, respectively, while still showing the best recognition performance.

### 3.5.3 Recognition and Grasping on Real-world Objects

In our final set of experiments, we evaluate the performance of our grasping method against existing methods for real-world objects. Specifically, we compare the performance of four recognition-based grasping methods that rely on different recognition methods (MVBB, PS-CNN, SQNet, and DSQNet), while using the same antipodal points


Figure 3.7: Robot manipulator equipped with the vision sensor (left) and real-world objects used in the grasping experiments (right).
sampling-based method for the grasp generation step. For each method, ten trials are conducted on different poses for each object, resulting in a total 150 trials.

We use a set of 15 household objects inspired from the YCB dataset [87] as shown in Figure 3.7. For the robot arm and vision sensor, the seven-DOF Franka Emika Panda robot with a parallel-jaw gripper and an Azure Kinect DK camera sensor mounted on the gripper are used in our experiments. From the vision sensor data, the object point clouds are obtained by discarding points of the table through plane fitting, and then up/down-sampled to 1000 points. After the object point cloud is segmented via the segmentation network, each segmented point cloud is also up/down-sampled to 300 points. We down-sample points using the voxel down-sampling method, and up-sample points by sampling points in the local tangent planes of the observed points [88].

To find feasible grasp poses from the grasp pose candidates, we use the FCL library [89] to check whether a grasp pose collides with the table or the recognized
objects, and also solve the inverse kinematics to determine whether a grasp pose is kinematically feasible. After a grasp pose is determined, collision-free trajectory planning is performed using the Planning Scene module of MoveIt! [90]. Then the gripper is moved to the final grasp pose and closed until contact is detected.

Grasping performance results are shown in Table 3.4. Our proposed DSQNet approach outperforms other recognition-based methods, with an average grasping success rate of $93 \%$ across all objects. We believe the high grasping success rate of can be attributed to the high recognition performance of DSQNet. DSQNet is capable of accurate shape recognition of real-world objects, even though it is trained with only synthetic data. Although a precise quantitative assessment of recognition performance for real-world objects is difficult, our experiments confirm empirically that our method recognizes shapes of real-world objects that are close to the actual shapes as shown in Figure 3.8. Accurate shape recognition aids robotic grasping by ensuring that the antipodal points found in the recognized shape correspond to antipodal points on the actual object.

Examining in more detail the causes behind grasping failure cases, the first case is the result of a failure to achieve grasp closure; these can be traced to inaccurate shape recognition caused by noisy vision sensing. The imperfect matching in shape with the actual object can lead the robot to grasp air, or to collide with objects. The second case prevalent is lifting failure, i.e., when the grasp pose cannot support the weight of the object. Such cases occur when the the object is too heavy (for example, in the case of the dumbbell) or when the grasp points are distant from the object center of mass (for example, in the case of the hammer or mug). The analysis of failure cases suggests that grasping performance can be improved by (i) using a more accurate vision sensor, or more precise sensor noise models, to generate synthetic datasets, and (ii) finding grasp poses capable of supporting the object weight by taking into account density prediction,

Figure 3.8: Recognition and grasp pose generation results for real-world objects.

Table 3.4: Real-world object grasping results

| OBJECT | MVBB | PS-CNN | SQNet (ours) | DSQNet (ours) | DSQPose |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Cheez-it | $7 / 10$ | $9 / 10$ | $10 / 10$ | $10 / 10$ | $10 / 10$ |
| Jello | $8 / 10$ | $6 / 10$ | $9 / 10$ | $9 / 10$ | $10 / 10$ |
| Cube | $1 / 10$ | $9 / 10$ | $9 / 10$ | $9 / 10$ | $10 / 10$ |
| Pringles | $7 / 10$ | $10 / 10$ | $10 / 10$ | $9 / 10$ | $9 / 10$ |
| Can | $6 / 10$ | $10 / 10$ | $10 / 10$ | $9 / 10$ | $10 / 10$ |
| Tennis ball | $7 / 10$ | $10 / 10$ | $10 / 10$ | $10 / 10$ | $10 / 10$ |
| Pumpkin | $6 / 10$ | $10 / 10$ | $10 / 10$ | $10 / 10$ | $10 / 10$ |
| Mango | $6 / 10$ | $10 / 10$ | $10 / 10$ | $10 / 10$ | - |
| Banana | $10 / 10$ | $9 / 10$ | $4 / 10$ | $10 / 10$ | $10 / 10$ |
| Padlock | $8 / 10$ | $7 / 10$ | $4 / 10$ | $9 / 10$ | $10 / 10$ |
| Hammer | $4 / 10$ | $7 / 10$ | $9 / 10$ | $9 / 10$ | $9 / 10$ |
| Mug | $4 / 10$ | $7 / 10$ | $3 / 10$ | $9 / 10$ | $9 / 10$ |
| Bottle | $7 / 10$ | $9 / 10$ | $7 / 10$ | $9 / 10$ | $9 / 10$ |
| Dumbbell | $1 / 10$ | $6 / 10$ | $9 / 10$ | $8 / 10$ | $8 / 10$ |
| Screwdriver | $7 / 10$ | $10 / 10$ | $10 / 10$ | $9 / 10$ | $10 / 10$ |
| Average | $59 \%$ | $86 \%$ | $83 \%$ | $93 \%$ | $96 \%$ |

or the center of mass, of the objects.
Our recognition-based method also achieves comparable grasping performance compared to the $80-90 \%$ success rates reported in many current end-to-end methods $[7,8$, 9, 10], while having the advantages of requiring only a small number of training data, and being applicable to a diverse range of grippers compared to end-to-end methods. While the precise test objects may differ from those used in our experiments, the similarity in the overall object classes lends credibility to the conclusions drawn from our experiments.

To comprehensively evaluate the success rates of these recognition-based methods, we have also implemented and assessed a method named DSQPose. DSQPose is essentially a pose estimation-based methodology that utilizes ground-truth object shape information. We first measure the absolute sizes (e.g., the radius and height of a cylinder) of the objects and represent them almost accurately with a set of deformable superquadrics. During the recognition phase, each object's pose is estimated by fitting the partially observed point cloud to the ground-truth shape using the Iterative Closest Point (ICP) algorithm. We use the same grasp pose generation algorithm to the obtained objects' poses and ground-truth shapes as described in Chapter 3.4. The results of DSQPose lead to the following discussions: Firstly, DSQPose demonstrates a high success rate of $96 \%$, suggesting that the deformable superquadric shape primitive itself offers a significant advantage in the task of grasping. Secondly, while DSQPose naturally outperforms all other recognition-based methods due to its use of ground-truth shape information, DSQNet shows a grasping success rate that is nearly comparable to DSQPose. Lastly, even though the objects' shapes are nearly accurately recognized, DSQPose cannot achieve a $100 \%$ success rate with certain objects like dumbbells and hammers. This is attributed to the fact that the mass distribution of the objects is not considered, as mentioned earlier. This implies that there is a need to develop a grasping algorithm that


Figure 3.9: Shape recognition results for DSQNet for a cylinder with various occlusion ratios.
accounts for the mass distribution of objects.

### 3.6 Additional Experimental Results

### 3.6.1 Performance of DSQNet with Additional Occlusion

We also explore how DSQNet's shape recognition performance behaves when additional occlusions are caused by other objects. In typical real-world scenarios involving cluttered environments, the target object is often occluded by other objects. We therefore perform experiments to evaluate the robustness of DSQNet against additional occlusions that DSQNet has never experienced.

We first introduce a virtual thin occlusion box (square-shaped), and generate occluded point clouds of the objects as shown in the left of Figure 3.9. The occlusion ratio of a point cloud is then defined as the ratio of the number of points occluded by the occlusion box to the total number of points. We note that each point cloud is up/down-sampled to 300 points after occlusion. For each object, we randomly sample the position and size of the occlusion box so that different occluded point clouds can
be obtained. We use the 10 test sets for each single-primitive object (i.e., B, E, CY, C, TC, and TT) from the object dataset in our earlier the occlusion experiment.

The right of Figure 3.9 shows an example of shape recognition results for various occlusion ratios. As the occlusion ratio increases, the object's point cloud becomes more incomplete, and accordingly, the prediction of DSQNet increasingly deviates from the ground-truth shape. However, although DSQNet has never experienced such point clouds, the predicted shapes qualitatively resemble the ground-truth shapes up to an occlusion ratio of $20 \%$.

To measure the recognition performance drop quantitatively, we draw a graph of the average volumetric IoU versus occlusion ratio as shown in Figure 3.10. For each object used in the experiment, ten occluded point clouds are sampled for each bin in the graph (e.g., $5 \%, 5 \sim 10 \%$ ) with occlusion ratios in the corresponding range. As the occlusion ratio increases, the volumetric IoU decreases consistently for all objects. However, even when the occlusion ratio is about $25 \sim 30 \%$, the overall average IoU has a value higher than 0.7 , which is higher than the average performance of PS-CNN as shown in Table 3.3. These experimental results verify that our algorithm exhibits a degree of robustness to occlusion by other objects.

### 3.6.2 Enhancing Performance of DSQNet with Segmentation Results

As described in Chapter 3.3.1, the proposed DSQNet converts each segmented point cloud $\mathcal{P}_{i}=\left\{\mathbf{x}_{i j} \in \mathbb{R}^{3}\right\}_{j=1}^{N_{i}}$ into deformable superquadric parameters $\left\{a_{1}, a_{2}, a_{3}, e_{1}, e_{2}, k\right.$, $b, \alpha\}$ and pose $\mathbf{T}$. While DSQNet demonstrates improved shape recognition performance compared to previous works, it still has several limitations. First, if the number of points $N_{i}$ in the segmented point cloud is fewer than 300 , we up-sample the point cloud to 300 to facilitate its use as input for DSQNet. However, this up-sampling method is


Figure 3.10: Graph of average volumetric IoU versus occlusion ratio for DSQNet for each object (left) and mean across the objects (right).
not entirely accurate, often resulting in an unnatural point cloud, particularly when the original number of points is small. This can lead to decreased recognition performance. A more critical limitation arises when recognizing multi-part objects, especially when one part occludes another in a partially observed point cloud. For instance, consider the case of recognizing a dumbbell as shown in Figure 3.11. Since DSQNet processes only segmented point clouds, it may inaccurately predict the middle part of the dumbbell to be shorter than it is, as depicted on the left, or predict a completely erroneous shape, as shown on the right. Such inaccuracies in recognition can limit the range of feasible grasp poses or result in the generation of unsuccessful grasp poses.

For this reason, we design a new neural network architecture named DSQNet ${ }^{+}$that better reflects the overall shape context of multi-part objects utilizing the segmentation results. The most significant difference between $\mathrm{DSQNet}^{+}$and DSQNet is in the representation of the input. The input to DSQNet $^{+}$is a point cloud with 4-dimensional points $\mathcal{P}_{i}^{\prime}=\left\{\mathbf{x}_{i j} \in \mathbb{R}^{4}\right\}_{j=1}^{n}$; for each point $\mathbf{x}_{i j}$, the first three components are equal to $\mathbf{x}_{j}$, and the last element of each point is 1 if $\mathbf{x}_{i j} \in \mathcal{P}_{i}$ and 0 otherwise, for all $j=1, \ldots, n$. This


Figure 3.11: Two example cases where the original DSQNet recognizes inaccurate shapes.


Figure 3.12: Neural network architectures of recognition models DSQNet and DSQNet ${ }^{+}$


Figure 3.13: Shape recognition results for SQNet, DSQNet, and DSQNet $^{+}$for six types of multi-part objects in object dataset.
representation contains information not only about the segmented point cloud of interest but also about the overall shape through the surrounding point cloud. Obviously, the need for down-sampling or up-sampling during the inference phase is effectively eliminated. Other than the input representation, the output representation, the network architecture - except for the first layer of the network -, and the loss function remain the same as those of DSQNet. The differences between DSQNet and DSQNet ${ }^{+}$are described in Figure 3.12.

We compare SQNet, DSQNet, and $\mathrm{DSQNet}^{+}$both qualitatively and quantitatively
on the test sets of the object dataset. Figure 3.13 displays the recognition results for all methods across six types of multi-part objects in the object dataset. We confirm that DSQNet ${ }^{+}$generally exhibits superior recognition performance compared to the other methods. In the case of mug and padlock objects, DSQNet tends to predict smaller handles that are only partially visible because they are occluded by the cylinder, whereas DSQNet ${ }^{+}$accurately predicts even the hidden parts. For bottle objects, both SQNet and DSQNet demonstrate poor performance, largely due to some parts having a small number of points, leading to inaccuracies in the upsampling and inference processes. Particularly noteworthy is the case of dumbbells, where SQNet and DSQNet often predict a shortened middle part. Additionally, DSQNet sometimes represents one end of the dumbbell as a truncated torus due to the segmented point clouds having a hole. In contrast, DSQNet ${ }^{+}$consistently predicts the correct shape, even in these challenging scenarios. Table 3.5 presents the quantitative results for all methods. $\mathrm{DSQNet}^{+}$achieves the highest shape recognition performance (volumetric IoU), particularly for the dumbbell and bottle objects. In conclusion, by modifying the input representation to more effectively utilize the segmentation results, we have achieved a significant improvement in shape recognition performance.

### 3.6.3 Shape Uncertainty Aware Grasping Algorithm

We have developed a shape uncertainty-aware grasping algorithm to aid grasp pose planning and to increase grasp performance in more difficult cases. Although DSQNet shows the best recognition performance on both synthetic and real-world objects, clearly shape recognition cannot always be perfect, i.e., the volumetric IoU cannot always achieve a perfect score of 1 . If the generated grasp pose points to an erroneous part of the recognized shape, the gripper may fail to grasp the object. To limit the possibility of grasping

Table 3.5: IoU comparison between SQNet, DSQNet, and DSQNet ${ }^{+}$for object dataset

| OBJECT | SQNet | DSQNet | DSQNet $^{+}$ |
| :---: | :---: | :---: | :---: |
| Hammer | .8266 | .8143 | $\mathbf{. 8 3 5 9}$ |
| Mug | .7497 | .7976 | $\mathbf{. 8 4 7 4}$ |
| Screwdriver | $\mathbf{. 8 3 5 4}$ | .8310 | .8033 |
| Padlock | .7673 | .7848 | $\mathbf{. 8 0 9 0}$ |
| Dumbbell | .7583 | .7196 | $\mathbf{. 8 7 6 4}$ |
| Bottle | .7758 | .7887 | $\mathbf{. 8 3 2 4}$ |
| Average | .7855 | .7893 | $\mathbf{. 8 3 2 4}$ |

erroneous parts, we introduce a new grasp score that considers shape uncertainty.
We first define an uncertainty score of a point on the recognized shape surface. The uncertainty score at a point is defined to be higher when the point is farther from the actual observation. To calculate the uncertainty score at a given point, we calculate the nearest distance from the point to the partially observed point cloud. Then, the uncertainty scores are defined by linearly rescaling these distances so that the surface points nearest and farthest to the partially observed point cloud have scores of 0 and 1, respectively. The uncertainty score of the antipodal point $u$ is then defined as the mean of the uncertainty scores of the corresponding points. Finally, we define a new grasp score $c$ as the weighted sum of the original grasp score and the uncertainty score $u$, i.e., $c=-\mathbf{z}^{T} \mathbf{z}_{t}-\beta u$, where the weighting parameter $\beta$ is set to 5 . Two grasping experiments based on Algorithm 1, one with and one without this uncertainty score term, have been conducted on five objects with low grasping success rates (Table 3.4). Twenty trials are conducted for each object, with the object's pose fixed at each trial in both experiments to achieve a fair comparison.

Table 3.6: Grasping results with and without uncertainty score

| METHOD | Jello | Hammer | Mug | Bottle | Dumbbell |
| :---: | :---: | :---: | :---: | :---: | :---: |
| DSQNet | $18 / 20$ | $18 / 20$ | $17 / 20$ | $17 / 20$ | $15 / 20$ |
| DSQNet + Unc. | $18 / 20$ | $18 / 20$ | $18 / 20$ | $18 / 20$ | $17 / 20$ |

Figure 3.14 shows the recognition results and grasp poses generated with and without the uncertainty score for several real-world objects. We distinguish between the results with and without the uncertainty score by "DSQNet + Unc." or "DSQNet". In the results of the uncertainty-aware case, the color of the object mesh indicates the uncertainty score, e.g., the score is 0 for blue and 1 for red. When grasping the jello, the gripper attempts to grasp the observed part of the recognized object when the uncertainty is taken into account. In this case, both grasp poses are successful in grasping since shape recognition is almost perfect. There remain a few grasping failure cases when the existing algorithm generates grasp poses for mugs and dumbbells, as a result of the gripper attempting to grasp the erroneous part of the recognized shape. By considering uncertainty in Algorithm 1, we verify that some of these cases can be prevented as seen from Figure 3.14.

The grasping performance results with and without the uncertainty score are shown in Table 3.6. There is no performance difference between the two algorithms for the jello and hammer cases, but the performance of the former is higher in other objects. In particular, the performance improvement is most noticeable for dumbbells, which have many erroneous parts in the recognized shapes. Grasping performance has been improved by introducing the uncertainty score into the current algorithm, particularly for cases when shape recognition is not perfect.


Figure 3.14: Recognition and grasp pose generation results with and without uncertainty score for real-world objects.


Figure 3.15: Examples of human-robot collaboration in scenarios involving the grasping of a Cheez-It box.

### 3.6.4 Real-time Application of DSQNet for Human-Robot Collaboration

We have also used our DSQNet in scenarios where human and robot collaboration is essential. Fast (or real-time) inference speed is crucial for effective human-robot collaboration, and our DSQNet boasts a very fast inference speed. Leveraging these advantages, we have conducted a grasping experiment based on the following scenario: The robot needs to grasp a Cheez-It box, but the object is too flat and large to be grasped directly. With human assistance, the robot attempts to grasp the Cheez-It box.

Figure 3.15 shows some examples of human-robot collaboration in the scenarios described above. Initially, the Cheez-It box is not graspable, so the robot cannot identify an appropriate grasp pose. In such instances, a human aids by either pushing the object toward the edge of the table or lifting it into the air, enabling the robot to grasp the object. The robot, using our DSQNet, recognizes the moving object in real-time and assesses its graspability through our grasp pose generation algorithm. When the object
becomes graspable and its pose stabilizes (i.e., the variation in the center of the recognized object diminishes), the robot initiates grasp planning. Consequently, the robot successfully grasps the Cheez-It box with the aid of a human.

### 3.7 Beyond Superellipsoids: Adopting Superparaboloids for Tableware Objects

As we describe in Chapter 2, we use the term "superquadrics" to exclusively refer to superellipsoids, except for this subsection. In household environments, a wider variety of unknown objects can be present, such as bowls, dishes, and spoons as shown in Figure 3.16. In particular, it is difficult to express the concave objects such as bowls using only superellipsoid primitives. In this subsection, our goal is to a skill that can grasp various tableware objects on the table adopting new shape primitives named superparaboloids.

### 3.7.1 Unified Superquadric Network

We describe the Unified Superquadric Network (USQNet), a deep neural network that takes a partially observed point cloud $\mathcal{P}=\left\{\mathbf{x}_{i} \in \mathbb{R}^{3}\right\}_{i=1}^{N}$ as input like DSQNet, and outputs the superellipsoid or superparaboloid primitive that best represents the full object shape. To define a unified superquadric shape primitive including superellipsoid and superparaboloid, we use the two implicit functions separately with different notations. Let the implicit equation for a superellipsoid surface 2.2.1 and for a superparaboloid surface 2.2 .7 be $f_{s e}$ and $f_{s p}$, respectively. Then, in addition to the parameters $\left(a_{1}, a_{2}, a_{3}, e_{1}, e_{2}\right)$, we define a class parameter $c \in\{0,1\}$ which determines whether the shape is superellipsoid or superparaboloid, in detail, superparaboloid when $c=1$


Figure 3.16: Several examples of tableware objects.
and superellipsoid when $c=0$; the shape parameter vector consists of 6 parameters $\mathbf{q}=\left(a_{1}, a_{2}, a_{3}, e_{1}, e_{2}, c\right) \in \mathbb{R}^{6}$. Using this notation, the implicit surface of the unified primitive $f(x, y, z)=1$ is expressed by:

$$
\begin{equation*}
f(x, y, z)=c \cdot f_{s p}(x, y, z)+(1-c) \cdot f_{s e}(x, y, z)=1 \tag{3.7.9}
\end{equation*}
$$

The basic structure of USQNet is almost similar to DSQNet except for the classifier that classifies the superellipsoid and superparaboloid, and the overall architecture is shown in Figure 3.17. The network consists of (i) the EdgeConv layers [72] with latent space dimension $(64,64,128,256)$ and max pooling operator to produce a global feature vector from $\mathcal{P}$ in a permutation-invariant manner and (ii) five fully-connected layers (MLP) with latent space dimension $(512,256)$ (with LeakyRelu nonlinearities) to obtain the superquadric parameter $\left\{a_{1}, a_{2}, a_{3}, e_{1}, e_{2}, c\right\}$ and the pose $\mathbf{T}=[\mathbf{R} ; \mathbf{t}]$ from the extracted global feature. Especially, each MLP outputs (i) translation vector $\mathbf{t} \in \mathbb{R}^{3}$, (ii) quaternion vector $\mathbf{r} \in \mathbb{S}^{3}$ representing the rotation matrix $\mathbf{R} \in \mathrm{SO}(3)$, (iii) size parameters $\mathbf{a}=\left(a_{1}, a_{2}, a_{3}\right) \in \mathbb{R}^{3}$, (iv) shape parameters $\mathbf{e}=\left(e_{1}, e_{2}\right) \in \mathbb{R}^{2}$, and (v) superellipsoid/superparaboloid class parameter $c \in[0,1]$; the values $e_{1}$ and $e_{2}$ are bounded in $[0.2,1.7]$ since the superquadric equation diverges when $e_{1}$ and $e_{2}$ goes to zero and shows too complex shapes when $e_{1}$ and $e_{2}$ become large.


Figure 3.17: Superquadric recognition network.

### 3.7.2 Loss Function for Training

For the predicted superquadric to fit well with the ground-truth shape, the loss function should also be designed to be the difference between the prediction and the groundtruth object shapes. For ground-truth shape, we obtain five kinds of ground-truth labels: (i) ground-truth point cloud of the object, uniformly sampled points from the surface of the object, denoted by $\mathcal{P}_{g}=\left\{\mathbf{x}_{g, i} \in \mathbb{R}^{3}\right\}_{i=1}^{n_{g}}$, where $n_{g}=512$, (ii) ground-truth surface normals of the object $\mathcal{N}_{g}=\left\{\mathbf{n}_{g, i} \in \mathbb{S}^{2}\right\}_{i=1}^{n_{g}}$ obtained from the surface mesh of the object, (iii) ground-truth shape class of the object $c_{g}$, (iv) ground-truth height of the object $h_{g}$, and (v) ground-truth $z$-axis of the object $\mathbf{z}_{g}$.

Superparaboloid loss $\mathcal{L}_{s p}$. The loss consists of three terms: surface fitting loss, height loss, and $z$-axis loss. The surface fitting loss fits a given ground-truth point cloud to the superparaboloid surface, and since superparaboloid is an infinite surface, additional loss named height loss is required to restrict the object shapes' heights. Also, the objects are placed on a table in general cases, so z -axis loss is also added to make
training easier. Therefore, the final superparaboloid loss is as follows:

$$
\begin{equation*}
\mathcal{L}_{s p}=\underbrace{\frac{1}{n_{g}} \sum_{j=1}^{n_{g}} f_{s p}^{2}\left(\mathbf{T}^{-1} \mathbf{x}_{g, j}\right)}_{\text {Surface fitting loss }}+\underbrace{w_{h}\left(a_{3}-h_{g}\right)^{2}}_{\text {Height loss }}+\underbrace{w_{z}\left(1-\mathbf{z}^{T} \mathbf{z}_{g}\right)^{2}}_{z \text {-axis loss }}, \tag{3.7.10}
\end{equation*}
$$

where the hyperparameters are $w_{h}=10$ and $w_{z}=1, f_{s p}$ is defined by the parameters $\left\{a_{1}, a_{2}, a_{3}, e_{1}, e_{2}\right\}$, and $\mathbf{T}$ is its pose.

Superellipsoid loss $\mathcal{L}_{s e}$. The loss consists of three terms: surface fitting loss, surface normal loss, and $z$-axis loss. For surface fitting loss, we use the distances from the ground-truth point cloud to the predicted superquadric as the loss function. The distance form is from [84] which is defined as follows. Then, the distance $\delta$ between a point $\mathrm{x}_{0} \in \mathbb{R}^{3}$ and a superellipsoid surface $f_{s e}(\mathbf{x})=1$ is

$$
\begin{equation*}
\delta\left(\mathbf{x}_{0}, f_{s e}\right)=\left\|\mathbf{x}_{0}\right\|\left|1-f_{s e}^{-\frac{e_{1}}{2}}\left(\mathbf{x}_{0}\right)\right|, \tag{3.7.11}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean norm. Additionally, the surface normal loss, difference between the ground-truth normal vector $\mathbf{n}_{g, j}$ and predicted normal vector $\mathbf{n}_{j}=$ $\nabla_{\mathbf{x}} f_{\text {se }}\left(\mathbf{x}_{j}\right)$, is added to better abstract the objects (e.g., fork, knife, spoon) suitable for grasping, and a $z$-axis loss is also added for similar reasons described as above. Accordingly, the loss function is defined as:

$$
\begin{equation*}
\mathcal{L}_{s e}=\underbrace{\frac{1}{n_{g}} \sum_{j=1}^{n_{g}} \delta^{2}\left(\mathbf{T}^{-1} \mathbf{x}_{g, j}, f_{s e}\right)}_{\text {Surface fitting loss }}+\underbrace{\frac{w_{n}}{n_{g}} \sum_{j=1}^{n_{g}}\left(1-\mathbf{n}_{j}^{T} \mathbf{n}_{g, j}\right)^{2}}_{\text {Surface normal loss }}+\underbrace{w_{z}\left(1-\mathbf{z}^{T} \mathbf{z}_{g}\right)^{2}}_{\text {z-axis loss }}, \tag{3.7.12}
\end{equation*}
$$

where the hyperparameters are $w_{n}=0.1$ and $w_{z}=1 . f_{s e}$ is also defined by the parameters $\left\{a_{1}, a_{2}, a_{3}, e_{1}, e_{2}\right\}$, and $\mathbf{T}$ is its pose.

Classification loss $\mathcal{L}_{c}$. This is a classical binary classification loss as follows:

$$
\begin{equation*}
\mathcal{L}_{c}=-\left(c_{g} \log c+\left(1-c_{g}\right) \log (1-c)\right) \tag{3.7.13}
\end{equation*}
$$

In conclusion, the total loss function used for training USQNet is as follows:

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{c}+c_{g} \mathcal{L}_{s p}+\left(1-c_{g}\right) \mathcal{L}_{s e} \tag{3.7.14}
\end{equation*}
$$

### 3.7.3 Recognition and Grasping on Real-world Tableware Objects

We assume that multiple objects are placed on a table but they are not highly overlapped, and we focus on representing each object as a single shape primitive. In this case, we use a classical method named DBSCAN clustering algorithm as a point cloud segmentation algorithm [91]. DBSCAN is a density-based clustering method that groups each local point cloud cluster. We first perform the point cloud segmentation and then up/downsample the point cloud to match the total number of the points to be 2048. The examples for the results of superquadric shape recognition are shown in Figure 3.18.

When a superquadric representation of the target object is obtained from shape and pose recognition, we can generate candidate grasp poses. In this subsection, we use simple heuristic-based method for grasp pose generation. We use different candidate grasp pose generation strategies for these two shape classes. For superparaboloid shapes, we generate 10 side grasp poses according to the parameters (i.e., size parameters $a_{1}, a_{2}, a_{3}$ and shape parameters $e_{1}, e_{2}$ ) as shown in Figure 3.19. At this time, the two gripper fingers should be on the antipodal points on the object. For superquadric shapes, we generate 10 top-down grasp poses; in this case, grasp poses with a distance between the antipodal points greater than 7 cm are removed from the candidates (the maximum gripper width of the Franka gripper is 8 cm ).

After generating candidate grasp poses, we can easily check the graspability of the objects. Figure 3.20 shows how to check graspability of each object. After generating candidate pre-defined grasp poses for each object, we check the graspability by checking collision between the pre-defined grasp poses and the table or surrounding objects. The


Figure 3.18: The representative examples of the superquadric shape recognition results.


Figure 3.19: Generated candidate grasp poses for various recognized superparaboloid shapes.


Figure 3.20: Graspability description. The yellow bowl is graspable (upper row) and the red dish is non-graspable (lower row)
green grippers are collision-free grasp poses and the red ones are collide grasp poses. For the yellow bowl, there is at least one of the collision-free grasp poses so the bowl is graspable. Otherwise, there is no collision-free poses of the red dish, so the dish is non-graspable. The collision between the grippers and the environment can be checked in real-time by using (i) object implicit function equation and (ii) batch-wise parallel computing based on PyTorch.

Collision checking method. We first sample the points on the gripper mesh; the sampled points are denoted by $\mathcal{P}_{g r}=\left\{\mathbf{x}_{g r, j} \in \mathbf{R}^{3}\right\}_{j=1}^{n_{g r}}$, where $n_{g r}=2048$. For an implicit object representation $f(\mathbf{x})=1$, we note that a point $\mathbf{x}_{0} \in \mathbb{R}^{3}$ is inside the object when $f\left(\mathbf{x}_{0}\right)$ is less than 1 and outside when $S\left(\mathbf{x}_{0}\right)$ is greater than 1 . We use this fact to determine whether the gripper collides with the objects or tables or not: when the value

$$
\begin{equation*}
\min _{j} S\left(\mathbf{T}_{g r}^{-1} \mathbf{x}_{g r, j}\right), \tag{3.7.15}
\end{equation*}
$$

where $\mathbf{T}_{g r}$ is the pose of the gripper, is less than 1, then the gripper collides with the object. Through this, collision can be checked quickly and efficiently. The grasping results for the real-world tableware objects are shown in Figure 3.21.

### 3.8 Conclusion

This paper has presented a novel recognition-based grasping method using the Deformable Superquadric Network (DSQNet). Our methods adopt deformable superquadrics primitives that are both expressive and computationally simple. Unlike existing optimization based methods, DSQNet uses a supervised learning framework with groundtruth shape labels to find the full shapes of objects (including occluded parts) from partially observed point clouds. An antipodal points sampling-based grasping strategy from the recognized shape is designed that exploits the advantages of the deformable
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superquadric primitives.
We have verified our recognition-based method with recognition tasks on a synthetic dataset, and grasping tasks on real-world objects. The experimental results confirm that DSQNet can recognize shapes of objects accurately and quickly compared to existing baseline methods. Whereas optimization-based methods cannot predict shapes corresponding to occluded parts of the objects, our supervised learning framework successfully determines full shapes in many cases. Our recognition-based grasping method achieves a success rate of $93 \%$ for real-world grasping tasks, which is superior to rates achieved for existing recognition-based grasping methods.

Limitations and Future Directions Although our method shows high recognition performance on most of the household objects, recognition performance for more diverse and complex objects can be greatly enhanced by the incorporation of publically available large scale 3-D datasets such as ShapeNet [92]. Since our current method requires difficult-to-obtain primitive shaped point segmentation labels, using public datasets can be a challenge. Possible directions for future work include designing a network that incorporates both the segmentation network and DSQNet, that simultaneously optimizes point cloud segmentation and fitting without segmentation supervision.

Despite the expressiveness of deformable superquadrics, there remain shapes that are difficult or impossible to model. For example, concave shapes such as bowls present a challenge. Among the superquadric sets, we use only superellipsoids, but there exist other possible choices, e.g., superhyperboloids and supertoroids. In particular, the supertoroids can express a variety of shapes with cavities, from the torus to the cylinder shell; with an appropriate deformation model, more varied objects such as bowls can now be represented. The extension of our work using more diverse superquadric primitives remains a topic for future work.

## 4

# SQPDNet: Superquadric Pushing 

 Dynamics Network
### 4.1 Introduction

Robotic visual pushing manipulation - by visual manipulation, we mean that only visual observations (e.g., depth camera) are available - in cluttered environments including unseen objects is an important yet challenging manipulation skill that allows a robot to interact with and change its environment to be suitable for performing downstream tasks. For example, pushing manipulation techniques have been used to move tabletop objects graspable $[17,18,19,20,21,22,23,24,25,26,27]$, rearrange multiple objects $[28,29,30,31]$, sort objects according to specific rules [32, 33], and find a target object occluded by the other objects [93, 94]. We refer to the survey paper for comprehensive reviews for the non-prehensile pushing manipulation methods [95].

We consider model-based approaches for the pushing manipulation that consist of

## Scene 1



Scene 2


Figure 4.1: The box object and pushing vector in Scene 1 are transformed by some same planar rigid-body transformation as those in Scene 2. An ideal pushing dynamics model should be $\mathrm{SE}(2)$-equivariant, i.e., the resulting motion in Scene 2 is a transformation of that in Scene 1.
the following two components: (i) to construct a pushing dynamics model which predicts the motions of the objects after a robot performs a pushing action to the environment and (ii) to find an optimal sequence of pushing actions that achieves the goal given a predesigned task criteria [96, 97]. Our primary focus is the first step which is to develop an accurate visual pushing dynamics model that takes a visual observation as an input. Analytic approaches that precisely model the physical interactions [3, 4, 5, 6] cannot be used since we are given unseen objects with only vision data.

Recently, there has been considerable interest in data-driven methods for learning pushing dynamics models [34, 35, 36, 37, 38, 39, 40, 41, 42, 43], but their generalization performances are still far-less-than-satisfying. We claim that one of the important reasons behind this is that neural network models used in existing approaches lack considering the symmetry of the physical systems, and more precisely, equivariance. For example, suppose a model is trained with an experience where a robot pushes a box object into a red arrow direction as shown in Figure 4.1 (Scene 1). And consider a
new situation where the same box object is located at a different pose and the robot pushes the object in the same relative direction as shown in Figure 4.1 (Scene 2). At an intuitive level, a good model should be able to easily generalize to this type of new situation, where tabletop objects are only translated or rotated along the $z$-axis. In more technical terms, the pushing dynamics model needs to be equivariant to the $\mathrm{SE}(2)$ transformation.

In this paper, we define the $\mathrm{SE}(2)$-equivariant pushing dynamics model and deliberately design a neural network architecture that by construction has the equivariance property. The core idea to make the model equivariant is to properly transform the coordinates of the pushing action and the objects' poses as needed; details are elaborated in Chapter 4.3. This construction naturally captures the symmetry of the physical systems and significantly improves the generalization performances.

To employ the proposed equivariant pushing dynamics model in environments with only vision data and unseen objects, we need an additional module that can recognize the objects' shapes and poses. In this work, we represent 3d objects' shapes by using the shape class called the superquadrics, which can express diverse shapes ranging from boxes, cylinders, and ellipsoids to other complex symmetric shapes. We train the recognition network that predicts the objects' shapes with superquadrics by adopting an idea from [64]. We call our superquadric object representation-based pushing dynamics model a SuperQuadric Pushing Dynamics Network (SQPD-Net).

Experiments and benchmark comparisons against the existing state-of-the-art methods confirm that our dynamics model achieves the highest performance in predicting objects' motions after pushing action. In addition, we validate the effectiveness of our model by using it for model-based optimal controls for various pushing manipulation tasks in both simulation and real-world experiments.

### 4.2 Related Works

### 4.2.1 Model-free Pushing Manipulation

In model-free pushing manipulation methods, a policy that directly maps a visual observation to a sequence of pushing actions is learned without learning a pushing dynamics model. They typically require to design a task-specific reward function and train the policy in an end-to-end manner with a large amount of data. Researchers have attempted to solve diverse tasks with these methods such as grasping [17, 18, 19, 20, 21, 22, 23], singulation [24, 25, 26, 27], object rearrangement [28, 29, 30, 31], object sorting [32, 33], and invisible target object finding [93, 94]. We refer to the survey paper for comprehensive reviews for the end-to-end pushing methods [95]. Model-free methods are known to have very good convergence performance, but they require a lot of data. Also, when a new task is given, the agent must be trained from scratch. On the other hand, in model-based approaches, the learned model is reusable given a new task, and much less additional data is needed.

### 4.2.2 Visual Pushing Dynamics Learning

A few studies have proposed data-driven visual pushing dynamics models using trained deep neural network models. These deep neural networks input a visual observation and a pushing action (or action sequences) and predict the motions of the objects after a robot performs a pushing action to the environment.

Learning dynamics from pixels. Early works leveraged direct visual observations to learn dynamics in pixel space in a data-driven manner. One of the most naive approaches is to use a basic convolution network to predict (optical) flow in image space, but [34] find these models to have very poor performance. [34] and [35] have modeled object motions in pixel space using several rigid body transformations, as opposed to
predicting pixel-wise flow from observations. These methods have demonstrated impressive results in manipulation tasks, including closed-loop planar pushing. However, they encounter difficulties in accurately predicting outcomes when complex interactions between objects occur. More recent works develop object-centric pushing dynamics models by representing each object by a visual feature [36, 37, 38, 39, 41], or a segmented image using a pre-trained segmentation network [42]. However, these works often predict inaccurate or incomplete object motions as they rely on only partial observations of the objects.

Self-supervised learning using implicit object shapes. Recently, self-supervised learning techniques that use only visual observation but do not rely on data collection have been developed. [98] and [99] have parametrized object shapes using implicit signed distance functions and optimized the parameters through a differentiable physicsbased simulator to determine accurate dynamics. Additionally, [100] have expanded this approach by incorporating tactile sensor data alongside vision sensor data to determine the dynamics of deformable objects. [43] employs a vision transformer architecture to enhance the performance of pushing dynamics prediction. Further, [101] utilizes compositional neural radiance fields and graph neural networks to learn multi-object dynamics from RGB image observations.

Object dynamics learning with 3D amodal geometry. A recent study addresses the limitations of previous methods by inferring the amodal 3D geometry of each object, including unobserved regions, within a 3D voxel space. This approach, detailed in [40], leverages the complete 3D geometry to predict the rigid body motion of the entire object, rather than just the visible surfaces, thereby increasing accuracy and resolving the incompleteness inherent in earlier methods.

Our work is also in the spirit of [40] in utilizing the ground-truth information of the objects to increase the accuracy of the prediction. Still, we use implicit representation
for the objects to utilize them for efficient motion prediction and various manipulation.

### 4.2.3 Shape Recognition from Visual Observation

Many works have been proposed to recognize the full 3D shapes from partial observations such as depth images. Some of them use explicit representation such as occupancy grid [51], point cloud [52], or mesh [53]. Since they often lead to shape prediction not being precise enough due to limited resolutions of the representations, recent works have explored learning implicit 3D representations for the objects using neural implicit functions [55,56,57,58]. In this paper, we adopt superquadric functions that balance the expressiveness of the shapes and efficiency of the computational with a small number of parameters [61]. They have been used for robotic manipulation such as grasping $[49,75,76,64,50]$. We note in our paper that we represent each object as a single superquadric function, but our work can be easily extended to general implicit representations, especially deformable superquadric $[63,64]$ or a set of superquadrics [102, 103, 104, 105].

### 4.2.4 Invariance and Equivariance in Robot Learning

Recently, invariance and equivariance properties turn out to be very important inductive biases for deep learning models to generalize well and be trained data efficiently [106]. Convolutional neural networks (CNNs) have translation equivariance properties, which are particularly suitable for image recognition tasks [107]. Graph neural networks, point cloud neural networks, and set neural networks have the permutation invariant properties [108, 109, 110]. More advanced equivariance properties such as rotational equivariance for image data and $\mathrm{SO}(3)$-equivariance for spherical image data have been achieved by group equivariant CNNs [111, 112, 113]. In the context of robot manipulation, recent
works have adopted these equivariance principles and shown significantly improved sample efficiency and performance. Some of them use group invariant $Q$ function to achieve the group equivariant reinforcement learning [114, 115, 116, 117, 118] or use $\mathrm{SE}(3)$ equivariant object representation for object manipulation tasks [119, 120, 121, 122]. Our work differs from other works in that we learn equivariant dynamics model for robot pushing manipulation, and it is novel in that the $\mathrm{SE}(2)$-equivariant dynamics model, which is a suitable inductive bias for pushing dynamics, is formulated. Similar to our approach, there is an approach that performs input transformations to achieve the equivariance [123], but the model is equivariant for only a few rotations and scales; our model is intrinsically equivariant to the continuous $\mathrm{SE}(2)$ transformations.

### 4.3 SE(2)-Equivariant Pushing Dynamics Models

In this section, we develop a neural network architecture specialized to learn a $\mathrm{SE}(2)$ equivariant pushing dynamics model. We assume that multiple rigid-body objects are placed on the table whose surface is assumed to be flat and orthogonal to the gravity direction, and the robot interacts with the objects by pushing manipulation. Each object is represented by a pose parameter $\mathbf{T} \in \mathrm{SE}(3)(4 \times 4$ matrix representation) and shape parameter $\mathbf{q}$, where the pose parameter is described with respect to some global fixed frame and the shape parameter is a vector. And the pushing action is defined as a tuple $(\mathbf{p}, \mathbf{v})$ where the tip of the end-effector moves from the position $\mathbf{p} \in \mathbb{R}^{3}$ to $\mathbf{p}+\mathbf{v} \in \mathbb{R}^{3}$. As the tip of the end-effector moves, the robot can have contact with environments, pushes objects, and changes the poses of the objects.

Further, we assume there are maximally $M$ rigid-body objects on the table that have the parameters $\left\{\left(\mathbf{T}_{i}, \mathbf{q}_{i}\right)\right\}_{i=1}^{N}$ for $N \leq M$. We consider a discrete-time pushing dynamics model $f$ that outputs the object's transformed poses $\left\{\mathbf{T}_{i}^{\prime}\right\}_{i=1}^{N}$ when a pushing
action $(\mathbf{p}, \mathbf{v})$ is applied, i.e., $\left\{\mathbf{T}_{i}^{\prime}\right\}_{i=1}^{N}=f\left(\left\{\left(\mathbf{T}_{i}, \mathbf{q}_{i}\right)\right\}_{i=1}^{N},(\mathbf{p}, \mathbf{v})\right)$, where $N$ can vary as long as $N \leq M$. Assuming the gravity direction is the $z$-axis, we first give a precise definition of the $\mathrm{SE}(2)$-equivariant pushing dynamics model:

Definition 4.1. A pushing dynamics model $f$ is $\mathrm{SE}(2)$-equivariant if

$$
\begin{equation*}
\left\{\mathbf{C T}_{i}^{\prime}\right\}_{i=1}^{N}=f\left(\left\{\left(\mathbf{C T}_{i}, \mathbf{q}_{i}\right)\right\}_{i=1}^{N},\left(\boldsymbol{\operatorname { R o t }}(\hat{\mathbf{z}}, \theta) \mathbf{p}+\mathbf{t}_{\mathbf{x y}}, \boldsymbol{\operatorname { R o t }}(\hat{\mathbf{z}}, \theta) \mathbf{v}\right)\right) \tag{4.3.1}
\end{equation*}
$$

for all object numbers $N \leq M$ and rigid-body transformations $\mathbf{C}$ that have the following form

$$
\mathbf{C}=\left[\begin{array}{cc}
\boldsymbol{\operatorname { R o t }}(\hat{\mathbf{z}}, \theta) & \mathbf{t}_{\mathrm{xy}}  \tag{4.3.2}\\
0 & 1
\end{array}\right]
$$

where $\operatorname{Rot}(\hat{\mathbf{z}}, \theta)$ is a $3 \times 3$ rotation matrix for rotations around $z$-axis and $\mathbf{t}_{\mathbf{x y}}=$ $\left(t_{x}, t_{y}, 0\right) \in \mathbb{R}^{3}$.

To build a $\mathrm{SE}(2)$-equivariant neural network architecture, we first introduce an object pose decomposition method that decomposes an object pose $\mathbf{T}_{i} \in \mathrm{SE}(3)$ to a pose projected to the table surface denoted by $\mathbf{C}_{i} \in \mathrm{SE}(3)$ and the relative rigid-body transformation $\mathbf{U}_{i} \in \mathrm{SE}(3)$ such that $\mathbf{T}_{i}=\mathbf{C}_{i} \mathbf{U}_{i}$.

Object Pose Decomposition. Given an object pose $\mathbf{T} \in \mathrm{SE}(3)$, we decompose it to two $4 \times 4$ matrices $\mathbf{C}, \mathbf{U} \in \mathrm{SE}(3)$ as visualized in Figure 4.2. First, $\mathbf{C}$ is defined by projecting $\mathbf{T}$ to the table surface, which has the form in equation (4.3.2). And secondly, $\mathbf{U}$ is defined as $\mathbf{C}^{-1} \mathbf{T}$. More details are in Appendix B.1.1.

Now, we explain our network architecture for the pushing dynamics model $f$; overall architecture is described in Figure 4.3. The model $f$ is defined as $\left\{f_{i}\right\}_{i=1}^{N}$ where each $f_{i}$ outputs the $i$-th object's transformed pose, i.e., $\mathbf{T}_{i}^{\prime}=f_{i}\left(\left\{\left(\mathbf{T}_{j}, \mathbf{q}_{j}\right)\right\}_{j=1}^{N},(\mathbf{p}, \mathbf{v})\right)$. For $f_{i}$, we first decompose the $i$-th object pose $\mathbf{T}_{i}=\mathbf{C}_{i} \mathbf{U}_{i}$ and transform the other objects' poses (including itself) and pushing action as follows: (i) $\mathbf{T}_{j} \mapsto \mathbf{C}_{i}^{-1} \mathbf{T}_{j}$ for


Figure 4.2: Object Pose Decomposition.


Figure 4.3: $\mathrm{SE}(2)$-equivariant pushing dynamics neural network architecture for an $i$-th object, $f_{i}$.
$j=1, \cdots, N$ and (ii) $(\mathbf{p}, \mathbf{v}) \mapsto \mathbf{C}_{i}^{-1}(\mathbf{p}, \mathbf{v}):=\left(\mathbf{R}_{i}^{T} \mathbf{p}-\mathbf{R}_{i}^{T} \mathbf{t}_{i}, \mathbf{R}_{i}^{T} \mathbf{v}\right)$ where $\mathbf{R}_{i}$ and $\mathbf{t}_{i}$ are rotation matrix and translation vector parts of $\mathbf{C}_{i}$. Then, three different multilayer perceptron (MLP) networks are used to extract $\mathrm{SE}(2)$-invariant feature vectors: (i) the $\mathrm{MLP}_{1}$ takes the transformed action $\mathbf{C}_{i}^{-1}(\mathbf{p}, \mathbf{v})$ and outputs a feature vector $\mathbf{a}_{i}$, (ii) the $\mathrm{MLP}_{2}$ takes the $i$-th object's parameter $\left(\mathbf{U}_{i}, \mathbf{q}_{i}\right)$ and outputs a feature vector $\mathbf{b}_{i}$, and (iii) the $\mathrm{MLP}_{3}$ takes the transformed object's parameters $\left(\mathbf{C}_{i}^{-1} \mathbf{T}_{j}, \mathbf{q}_{j}\right)$ and outputs a feature vector $\mathbf{c}_{i}^{j}$ for all $j=1, \cdots, N$ and then these output vectors pass through some permutation invariant function $h$ as $\mathbf{c}_{i}=h\left(\mathbf{c}_{i}^{1}, \cdots, \mathbf{c}_{i}^{N}\right)$ such as the element-wise max pooling. These feature vectors are concatenated as $\mathbf{y}_{i}=\left(\mathbf{a}_{i}, \mathbf{b}_{i}, \mathbf{c}_{i}\right)$, and we have the last layer $\mathrm{MLP}_{4}$ that takes $\mathbf{y}_{i}$ and outputs $\delta \mathbf{T}_{i} \in \mathrm{SE}(3)$. We note that these MLP layers are shared across all $i=1, \cdots, N$. Then, the transformed poses are defined as $\mathbf{T}_{i}^{\prime}=\mathbf{T}_{i} \delta \mathbf{T}_{i}$ for all $i=1, \cdots, N$. As a result, this dynamics model is $\mathrm{SE}(2)$-equivariant by construction; the proof is in Appendix B.1.2.

Training. Denote by $\mathbf{s}=\left\{\left(\mathbf{T}_{i}, \mathbf{q}_{i}\right)\right\}_{i=1}^{N}$ for some $N \leq M$ and $\mathbf{a}=(\mathbf{p}, \mathbf{v})$. In this paper, we train the pushing dynamics model given a set of tuples $\left\{\left(\mathbf{s}, \mathbf{a},\left\{\mathbf{T}_{i}^{\prime}\right\}_{i=1}^{N}\right)_{k}\right\}_{k=1}^{K}$ where $\mathbf{T}_{i}^{\prime}$ is the next pose of the $i$-th object. The loss function $\mathcal{L}$ is defined by comparing the ground-truth next poses $\left\{\mathbf{T}_{i}^{\prime}\right\}_{i=1}^{N}$ and the predicted poses $\left\{\hat{\mathbf{T}}_{i}^{\prime}\right\}_{i=1}^{N}=f(\mathbf{s}, \mathbf{a})$ as follows:

$$
\begin{equation*}
\mathcal{L}(f)=\sum_{i=1}^{N}\left(\left\|\mathbf{t}_{i}^{\prime}-\hat{\mathbf{t}}_{i}^{\prime}\right\|_{2}^{2}+\alpha \cdot d_{\mathrm{SO}(3)}^{2}\left(\mathbf{I}_{3}, \mathbf{R}_{i}^{\prime-1} \hat{\mathbf{R}}_{i}^{\prime}\right)\right) \tag{4.3.3}
\end{equation*}
$$

where $d_{\mathrm{SO}(3)}$ is a distance measure between two rotation matrices, $\mathbf{I}_{3}$ is $3 \times 3$ identity matrix, $\mathbf{R}_{i}^{\prime}, \hat{\mathbf{R}}_{i}^{\prime}$ and $\mathbf{t}_{i}^{\prime}, \hat{\mathbf{t}}_{i}^{\prime}$ are rotation matrices and translation vectors parts of $\mathbf{T}_{i}^{\prime}, \hat{\mathbf{T}}_{i}^{\prime}$, respectively, and $\alpha$ is a weighting parameter (for our later experiments we set $\alpha$ to 0.1). The details about the used distance measure are in Appendix B.3.

### 4.4 Object Recognition-based Pushing Manipulation

If we have known objects and can easily estimate the poses of the objects, then it is straightforward to use the learned pushing dynamics model for pushing manipulation. However, for unseen objects, we first need to recognize the objects' shapes and poses. Therefore, our overall framework consists of the following two steps: (i) to recognize objects' shapes and poses and (ii) to push objects by using the learned pushing dynamics model and pre-designed task criteria, of which details are explained in the following subsections.

### 4.4.1 Object Shape and Pose Recognition via Superquadrics

We propose to use implicit functions to represent 3 d objects' shapes. In general, an implicit object surface representation is defined by a level set of a function $S(x, y, z ; \mathbf{q}, \mathbf{T})$ $=0$, where $\mathbf{q}$ is a shape parameter and $\mathbf{T} \in \mathrm{SE}(3)$ is a pose parameter. In our framework, any implicit function approximation model $S(x, y, z ; \mathbf{q}, \mathbf{T})$ can be used.

In this work, we employ the shape class called the superquadrics, a family of geometric shapes that resemble ellipsoids and other quadrics, which can be used to represent diverse shapes ranging from boxes, cylinders, and ellipsoids to bi-cones, octahedra, and other complex symmetric shapes. The implicit equation for a superquadric surface at $\mathbf{T}=\mathbf{I}_{4}$ ( $\mathbf{I}_{4}$ is $4 \times 4$ identity matrix) has the following form:

$$
\begin{equation*}
S\left(x, y, z ; \mathbf{q}, \mathbf{I}_{4}\right)=\left(\left|\frac{x}{a_{1}}\right|^{\frac{2}{e_{2}}}+\left|\frac{y}{a_{2}}\right|^{\frac{2}{e_{2}}}\right)^{\frac{e_{2}}{e_{1}}}+\left|\frac{z}{a_{3}}\right|^{\frac{2}{e_{1}}}-1=0 \tag{4.4.4}
\end{equation*}
$$

where $\mathbf{q}=\left(a_{1}, a_{2}, a_{3}, e_{1}, e_{2}\right) \in \mathbb{R}^{5}$ is the shape parameter. In particular, $a_{1}, a_{2}, a_{3}$ controls the sizes and $e_{1}, e_{2}$ controls the geometric shapes. Some examples are shown in Figure 2.1. At $\mathbf{T} \neq \mathbf{I}_{4}$, the equation $S(x, y, z ; \mathbf{q}, \mathbf{T})$ can be written with the passive coordinate transformation of $(x, y, z)$ by $\mathbf{T}$, i.e., $S(x, y, z ; \mathbf{q}, \mathbf{T})=S\left(\mathbf{T}^{-1}(x, y, z) ; \mathbf{q}, \mathbf{I}_{4}\right)$;
see Appendix B. 2 for details.
The object recognition problem that we address in this paper can then be posed as follows: given a visual input obtained from a depth camera that typically contains partial views of the objects, we need to predict the superquadric parameters $(\mathbf{q}, \mathbf{T})$ for each object. To bridge the gap between synthetic and real-world vision sensor data, we add noise to the visual input as done in [124, 125]. The predicted object represented by $(\mathbf{q}, \mathbf{T})$ should fit the full object, although only a partial view of the object is given as input. This problem has been recently tackled by [64], where two neural network models that take point cloud data as inputs are employed: (i) object segmentation network [72] and (ii) object full shape and pose recognition network [64]. We include details about the visual input noise, the network architectures, and the training methods of these networks in Appendix B.2.

We call our $\mathrm{SE}(2)$-equivariant pushing dynamics model that uses the superquadric representation a SuperQuadric Pushing Dynamics Network (SQPD-Net).

### 4.4.2 Model-based Pushing Manipulation

Given a visual observation of tabletop objects as a point cloud which we denote by o, our goal is to find a sequence of robot pushing actions $\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \cdots, \mathbf{a}_{T}\right)$ that changes the environment for some given task. In this section, we assume that we are given (i) a recognition module $R$ that outputs the objects' poses and shapes, i.e. $R\left(\mathbf{o}_{t}\right)=\mathbf{s}_{t}$ (throughout, we denote by $\mathbf{s}_{t}=\left\{\left(\mathbf{T}_{t, i}, \mathbf{q}_{t, i}\right)\right\}_{i=1}^{N}$ ), and (ii) a pushing dynamics model $\mathbf{s}_{t+1}=f\left(\mathbf{s}_{t}, \mathbf{a}_{t}\right)$. Given a task-specific objective function $\mathcal{J}$, we solve the following optimal control problem:

$$
\begin{equation*}
\min _{\mathbf{a}_{1}, \cdots, \mathbf{a}_{\mathbf{T}}} \mathcal{J}\left(\mathbf{o}_{1}, \mathbf{a}_{1}, \cdots, \mathbf{a}_{T}\right)=\sum_{t=1}^{T} r\left(\mathbf{s}_{t}, \mathbf{a}_{t}\right)+q\left(\mathbf{s}_{T+1}\right) \text { s.t. } \mathbf{s}_{1}=R\left(\mathbf{o}_{1}\right), \mathbf{s}_{t+1}=f\left(\mathbf{s}_{t}, \mathbf{a}_{t}\right) . \tag{4.4.5}
\end{equation*}
$$



Figure 4.4: Sampling-based grasping criteria.

For tasks we focus in this paper, we set $r\left(\mathbf{s}_{t}, \mathbf{a}_{t}\right)=0$ and only use a terminal cost function $q\left(\mathbf{s}_{T+1}\right)$. We use the sampling-based MPCs [97] (implementation details are in Appendix B.4). Below, we introduce three terminal cost functions for the following pushing manipulation tasks: (i) moving, (ii) singulation, and (iii) grasping. We denote the translation vector and rotation matrix parts of the transformation matrix $\mathbf{T}_{(\cdot)}$ as $\mathbf{t}_{(\cdot)}, \mathbf{R}_{(\cdot)}$, respectively.

Moving is a task to move objects to their desired poses. The desired poses are given as $\left\{\mathbf{T}_{d, i}\right\}_{i=1}^{N}$, then we define a terminal cost function as

$$
\begin{equation*}
q\left(\mathbf{s}_{T+1}\right)=\sum_{i=1}^{N}\left(\left\|\mathbf{t}_{T+1, i}-\mathbf{t}_{d, i}\right\|_{2}^{2}+\beta \cdot d_{\mathrm{SO}(3)}\left(\mathbf{I}_{3}, \mathbf{R}_{d, i}^{-1} \mathbf{R}_{T+1, i}\right)\right) . \tag{4.4.6}
\end{equation*}
$$

Singulation is a task to separate objects by more than a certain distance $\tau$. We define a terminal cost function as

$$
\begin{equation*}
q\left(\mathbf{s}_{T+1}\right)=-\min _{\{(i, j) \in\{1, \cdots, N\} \mid i>j\}}\left(\min \left(\left\|\mathbf{t}_{T+1, i}-\mathbf{t}_{T+1, j}\right\|-\tau, 0\right)\right) . \tag{4.4.7}
\end{equation*}
$$

Grasping is a task to make a target object graspable. Given a target object index $i$, we generate candidate grasp poses for the recognized target object as shown in Figure 4.4 and check collisions with the environment and the other recognized objects;
green grasp poses are collision-free and red poses are not. The terminal cost $q\left(\mathbf{s}_{T+1}\right)$ is defined to be 0 if at least one collision-free grasp pose exists and 1 otherwise. Further details are provided in Appendix B.5.

### 4.5 Pushing Manipulation Dataset

To train pushing dynamics models, we generate a pushing manipulation dataset in simulation environment (Pybullet). We use the 7-dof Franka Emika Panda robot with a parallel-jaw gripper and an Azure Kinect DK camera sensor mounted on the gripper. The raw input visual observation is a depth image, which is then pre-processed to other 3d representations (e.g., point cloud) as needed.

We generate the pushing manipulation dataset as follows: (i) we place random objects at random poses in the workspace, (ii) sample an action, and (iii) execute the robot pushing action. In this process, we note that the gripper's other parts than the tip can also make contact with the environment.

Object configuration. The objects consist of cubes and cylinders with various shape parameters (i.e., width, height, depth for the cube, and radius, and height for the cylinder). The shape parameters are randomly generated, and 18 different objects are generated for each box and cylinder as shown in Figure 4.5. Then, the objects are divided into 9/9 known and unknown sets per shape class. The known objects are used for training the pushing dynamics models, and the unknown objects are used for the performance evaluation of the trained models. For data generation, these objects are dropped on the workspace of $0.512 \mathrm{~m} \times 0.512 \mathrm{~m} \times 0.192 \mathrm{~m}$.

Pushing Action. To execute an action $(\mathbf{p}, \mathbf{v}) \in \mathbb{R}^{6}$, (i) the robot first moves so that the gripper's tip is placed at $\mathbf{p}$ and its orientation is set as visualized in Figure 4.6, and then (ii) the robot moves in a way that the gripper's tip moves to $\mathbf{p}+\mathbf{v}$ with a fixed


Figure 4.5: Known (red) and unknown (blue) object shapes used for data generation.
orientation.
Action sampler. To sample an action $(\mathbf{p}, \mathbf{v}) \in \mathbb{R}^{6}$, we first randomly choose an object to push and randomly choose the pushing direction among pre-defined 8 angles divided equally between 0 to $2 \pi$ towards the center of the object pose. The vector $\mathbf{v} \in \mathbb{R}^{3}$ is then defined from the pushing direction vector. To determine the pushing start point $\mathbf{p} \in \mathbb{R}^{3}$, the height of the pushing point is randomly chosen within the candidate heights which belong to 5 pre-defined heights divided equally by the workspace height (i.e., 0.192 m ) and less than the object's height. The starting point in the $x-y$ plane is also chosen within the 4 candidates on the pushing line as shown in Figure 4.7. For each object, a maximum of 160 action candidates can be generated. For each action, the trajectory of the robot pushing motion is divided into 10 via points and the end effector of the robot reaches the via points sequentially and slowly, making the object as quasi-static as possible.


Figure 4.6: Execution of a pushing action.


Figure 4.7: Pushing action sampling method for a chosen object.

### 4.6 Experimental Results

In this section, we empirically show that (i) our proposed pushing dynamics model, the SQPD-Net, outperforms the existing state-of-the-art data-driven pushing dynamics models, and (ii) our SQPD-Net can be used for various downstream pushing manipulation tasks, e.g., object moving, singulation, and grasping.

Shape alignment. Since we use symmetric shapes for the object sets, various solutions can appear with the different poses of objects when recognition is performed. We introduce a processing technique that standardizes the recognized object shapes in terms of their poses to reduce the complexity of data statistics and accelerate the training of the SQPD-Net.

We recall the superquadric equation for convenience of explanation:

$$
\begin{equation*}
S\left(x, y, z ; \mathbf{q}, \mathbf{I}_{4}\right)=\left(\left|\frac{x}{a_{1}}\right|^{\frac{2}{e_{2}}}+\left|\frac{y}{a_{2}}\right|^{\frac{2}{e_{2}}}\right)^{\frac{e_{2}}{e_{1}}}+\left|\frac{z}{a_{3}}\right|^{\frac{2}{e_{1}}}-1=0 \tag{4.6.8}
\end{equation*}
$$

If shape parameters $e_{1}$ and $e_{2}$ of the predicted superquadric object are almost equal (i.e., $\left\|e_{1}-e_{2}\right\|<0.01$ ), we rearrange the object pose so that the z -axis is close to the surface normal vector of the table and x -axis is close to the action vector. As the object poses are rearranged, the size parameters $a_{1}, a_{2}, a_{3}$ are also rearranged, e.g., if the $\mathrm{x}-$, $\mathrm{y}-$, and z -axis of the original object pose are rearranged to $\mathrm{z}-$, $\mathrm{x}-$, and y -, the size parameters are changed by $\left(a_{1}, a_{2}, a_{3}\right) \mapsto\left(a_{3}, a_{1}, a_{2}\right)$. Otherwise, there is no solution for z-axis alignment. So we only rearrange the x -axis of the object pose to be close to the action vector. The illustration of the shape alignment method is shown in Figure 4.8.

Baseline Methods. We compare our SQPD-Net with the following baseline methods: 2DFlow and SE3-Net adopted from [34], SE3Pose-Net adopted from [35], and 3DFlow and DSR-Net adopted from [40]. The 2DFlow, SE3-Net, and SE3Pose-Net take an organized point cloud as a visual input and predict the flow vectors of the points.


Figure 4.8: Illustration of the shape alignment method for superquadric objects.

The 3DFlow and DSR-Net take a voxelized truncated signed distance field (TSDF) as a visual input and predict the voxel flow. Our SQPD-Net takes the estimated objects’ poses and superquadric shape parameters as input and predicts the objects' next poses. While, in the existing approaches, the models directly predict motions from the preprocessed raw visual observations, our model consists of two modules: (i) a pre-trained recognition network $R$ that predicts objects' poses and shape parameters and (ii) the SQPD-Net that predicts the objects' next poses. We denote these two networks together by $R$-SQPD-Net. For the comparison purpose, we also test the case where the groundtruth objects' poses and shape parameters are used as an input for the SQPD-Net and denote it by GT-SQPD-Net.

Evaluation Metrics. Throughout, we use two types of evaluation metrics for the learned pushing dynamics models: (i) flow error (the lower the better) and (ii) mask intersection over union (mask IoU, the higher the better). First of all, we consider the visible and full flow errors. The visible flow error is the root mean squared error (RMSE) between the ground-truth flows and predicted flows of the points on the visible surface
of the objects, while the full flow error is the RMSE computed with all points from the objects' volumes. Second, we consider the 2D and 3D mask IoUs. The 2D mask IoU is computed by using the depth images and thus only visible surfaces are taken into consideration. On the other hand, the 3D mask IoU is computed with the complete 3D occupancy grid. The full flow error and mask IoU cannot be computed in 2DFlow, SE3-Net, and SE3Pose-Net, because they do not estimate the complete objects' shapes as an intermediate step of the prediction of the pushing dynamics.

### 4.6.1 Equivariance Study

For the purpose of testing the equivariance of the models, we design the following experiment: we train the models with only one pushing manipulation data - a 3-tuple $\left\{\mathbf{o}, \mathbf{a}, \mathbf{o}^{\prime}\right\}$ where $\mathbf{o}$ and $\mathbf{o}^{\prime}$ are current and next observations respectively and $\mathbf{a}$ is pushing action - so that the models overfit the given data. Then, we compare the models' generalization capabilities with test data that are generated by applying random $\mathrm{SE}(2)$ transformation to the data. An ideal equivariant model should produce almost zero error in the test data.

The models are trained with only one pushing data with a single object. Next, we generate nine test data by applying nine random $\mathrm{SE}(2)$ transformations to the training data, and then we evaluate the trained model using these test datasets. The experiments are conducted using ten different training data, each with different objects and poses. Consequently, the total number of test data is 90 .

Table 4.1 shows average visible flow errors of the baseline methods and SQPDNets, obtained by running the above experiment multiple times with different training data. The 3DFlow and DSR-Net are omitted in this experiment because they cannot make estimations if the transformed actions do not belong to the pre-defined discrete


Figure 4.9: Depth images of prediction results. For SE3Pose-Net, after the point cloud moves, the space occupied before is colored black.

Table 4.1: Test visible flow error (cm).

| METHOD | visible flow $(\downarrow)$ |
| :--- | :---: |
| 2DFlow [34] | 4.73 |
| SE3-Net [34] | 4.73 |
| SE3Pose-Net [35] | 4.72 |
| R-SQPD-Net (ours) | 0.73 |
| GT-SQPD-Net (ours) | 0.02 |

set of actions. The GT-SQPD-Net produces almost zero error as expected while the R-SQPD-Net produces a little error originating from the recognition error. Our SQPD-Nets are much more $\mathrm{SE}(2)$-equivariant compared to the existing works. Figure 4.9 shows an example prediction result from the SE3Pose-Net and R-SQPD-Net; the blue bounding box represents the ground-truth next pose of the object. For the test data, the SE3PoseNet predicts a completely wrong motion.

More examples of the results of the equivariance study are shown in Figure 4.10. The experimental results, including 2DFlow and SE3-Net, are given in this figure.

### 4.6.2 Pushing Dynamics Learning

We compare the learning performances of the SQPD-Nets and the baseline methods with a large-scale pushing dataset where the training/validation/test data consist of 12000 , 1200 , and 1200 numbers of 3-tuples ( $\left\{\mathbf{o}, \mathbf{a}, \mathbf{o}^{\prime}\right\}$ ), respectively.

The detailed explanation for the pushing dataset is as follows. For each sequence, the objects are randomly chosen from the known objects, and randomly dropped on the workspace. The number of objects per sequence varies from 1 to 4 . We sample and execute a maximum of 20 random pushing actions per sequence, and we stop the sequence when objects' positions are out of the workspace or objects fall down. We collect data until the total numbers of data tuples are 12000/1200/1200 for training/validation/test, respectively. To test the generalization performance for unknown objects, we additionally generate 300 data tuples per the number of objects from 1 to 4 , where the objects are randomly chosen from the unknown objects. So, the unknown test dataset consists of 1200 data tuples. We evaluate the trained models on both the known and unknown test datasets.

Figure 4.11 shows the predicted depth images and 3D masks for an example pushing


Figure 4.10: The representative three examples of the equivariance study experiments.

Table 4.2: Evaluation metrics computed within test dataset (the unit of flow error is $\mathrm{cm})$.

| METHOD | Known |  |  |  | Unknown |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Flow visible | $\begin{gathered} \text { ror }(\downarrow) \\ \text { full } \end{gathered}$ | Mask <br> 2D | $\begin{gathered} \mathrm{IOU}(\uparrow) \\ 3 \mathrm{D} \end{gathered}$ | Flow visible | $\begin{gathered} \text { ror }(\downarrow) \\ \text { full } \end{gathered}$ | Mask $2 \mathrm{D}$ | $\begin{gathered} \mathrm{oU}(\uparrow) \\ 3 \mathrm{D} \end{gathered}$ |
| 2DFlow [34] | 2.179 | - | - | - | 2.180 | - | - | - |
| SE3-Net [34] | 1.631 | - | - | - | 1.701 | - | - | - |
| SE3Pose-Net [35] | 1.639 | - | - | - | 1.712 | - | - | - |
| 3DFlow [40] | 1.818 | 1.859 | 0.747 | 0.699 | 1.697 | 1.719 | 0.755 | 0.698 |
| DSR-Net [40] | 1.325 | 1.331 | 0.720 | 0.705 | 1.531 | 1.524 | 0.665 | 0.632 |
| R-SQPD-Net (ours) | 0.575 | 0.610 | 0.844 | 0.798 | 0.710 | 0.726 | 0.834 | 0.781 |
| GT-SQPD-Net (ours) | 0.519 | 0.379 | 0.903 | 0.888 | 0.638 | 0.485 | 0.888 | 0.868 |

data in the test dataset. As shown in the ground-truth motions (left of Figure 4.11), the red, green, and gray objects are in contact with each other and these three objects move together when the red object is pushed. In this case, our R-SQPD-Net only successfully predicts the complex interactive motions of the objects. Table 4.2 shows the evaluation metrics computed within the test data and shows that our SQPD-Nets outperform the other baseline methods by significant margins.

More examples for the results of pushing dynamics learning are shown in Figure 4.12 and Figure 4.13. The trend of the experimental results is also similar to the experimental results in Figure 4.11. The results of 2DFlow, SE3-Net, and SE3Pose-Net, which predict the flow of the point cloud, show that they have difficulties predicting the motions of the objects at all. 3DFlow and DSR-Net attempt to predict the motion more than the above methods, but the prediction accuracy is still not enough. Our SQPD-Net accurately predicts the motion of moving objects.



Figure 4.11: Depth images and 3D masks of the ground-truth next scene and predicted scenes. Upper: Depth images
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Figure 4.12: The representative examples of the pushing dynamics learning experiments for the number of objects 1 and 2 .


Figure 4.13: The representative examples of the pushing dynamics learning experiments for the number of objects 3 and 4 .

### 4.6.3 Pushing Manipulation using R-SQPD-Net

In this section, we use the R-SQPD-Net trained in Chapter 4.6.2 and conduct the pushing manipulation tasks introduced in Chapter 4.4.2 (moving, singulation, and grasping) in both simulation and real-world. For the real-world experimental setup, we use various box- or cylinder-like objects as shown in Figure 4.14; the same objects are used in simulation experiments. Since we directly apply the R-SQPD-Net trained in simulation to the real physical environment, it is reasonable to ask about the sim-to-real transfer issue. In our experiments, we use slow pushing motions to generate quasi-static movements of the objects and thus minimize the sim-to-real gap (for quasi-static object movements, the dynamical properties of the objects and environment, e.g., mass, friction coefficient, become less affective [126]).

For pushing manipulation experiments on simulation and real-world experiments, we also use box- and cylinder-like objects inspired by YCB dataset [87]. For each task, we use the object sets shown in Figure 4.15. In the moving and singulation tasks, a total of 10 experiments - 5 experiments for 2 object sets - are performed. In the grasping tasks, the "grasping large" and the "grasping clutter" tasks include 5 experiments for one object set. The objects have different poses for each experiment. Simulation manipulation experiments are conducted by making objects of the same size as these.

For action sampling, we use the same action sampler used in data generation as described in Chapter 4.5 on the recognized object shapes. When sampling the pushing actions, we reject the actions that collide with the objects or the table are rejected using the gripper collision detection method introduced in Appendix B.5.

The success criterion for each task is as follows: (i) moving is success when the distance between the positions of the objects and the goal positions is less than 5 cm on average, (ii) singulation is success when all distances between the objects are more


Figure 4.14: Real-world experimental setting.


Figure 4.15: Object sets used in moving, singulation, and grasping tasks.
than $\tau=20 \mathrm{~cm}$, and (iii) grasping is success when at least one grasp pose is found. We note that the candidate grasp poses for the target object are resampled every timestep $t$. If the task trial does not succeed within 10 timesteps, the trial is considered as a failure.

Figure 4.16 shows some real-world manipulation results for various tasks. For the moving task (first row), we set the desired positions $\mathbf{t}_{d, i}$ as $\left(0.3, \mathbf{t}_{0, i, y}, \mathbf{t}_{0, i, z}\right)$ and $\beta=$ 0 in equation (4.4.6). For the singulation task (second row), we set $\tau=20$ (cm) in equation (4.4.7). For the grasping tasks (third and fourth row), we sample about 15 to 30 candidate grasp poses for the target recognized objects. For all three examples, our approach can find a series of pushing actions that successfully perform the desired tasks. Notably, for the grasping tasks, without using ad hoc objective functions, the robot realizes how to re-configure the objects so that feasible grasp poses can be found for the target objects: (i) the robot pushes the large and flat object to the edge of the table and (ii) the robot pushes the surrounding objects to make the surrounded target object graspable.

Table 4.3 shows the manipulation success rates in simulation and real-world experiments. There are some failure cases for pushing manipulation, and some representative examples of the failure cases are shown in Figure 4.17. The first case is the result of a failure to recognize the shape; this leads to inaccurate calculation of task objective function or unexpected collision with the objects (left of the Figure 4.17). Also, to prevent the object from falling down, we provide a constraint so that the center of the object is inside the workspace. The constraint sometimes did not work and the object falls down from the table since recognition and trained dynamics are not perfectly accurate (center of the Figure 4.17). The second case prevalent is the failure of sim-to-real transfer of the pushing dynamics model. Such cases occur when pushing the standing long cylinder, in detail, when the same pushing action is performed, the cylinder does not fall
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Figure 4.17: The representative examples of the failure cases for pushing manipulation.

Table 4.3: Simulation and real-world manipulation results.

| TASK | Simulation | Real |
| :---: | :---: | :---: |
| Moving | $9 / 10$ | $8 / 10$ |
| Singulation | $9 / 10$ | $8 / 10$ |
| Grasping clutter | $4 / 5$ | $4 / 5$ |
| Grasping large | $4 / 5$ | $3 / 5$ |

over in the simulation but sometimes falls over in the real-world experiment (right of the Figure 4.17). These unexpected object motions cause the performance drop of the pushing manipulation tasks.

### 4.7 Additional Experimental Results

### 4.7.1 Comparison with Data Augmentation

In this subsection, we qualitatively compare the performance of the pushing dynamics model with and without $\mathrm{SE}(2)$-equivariant module and shape alignment module. We use the same dataset, network architecture, and training method, except the fact that we perform random data augmentation with $\mathrm{SE}(2)$ transformations and object coordinate frame transformations during training as shown in Figure 4.18.


Figure 4.18: Random data augmentation during training.

Baseline Methods. We compare the the SQPD-Nets with and without SE(2) equivariant module and shape alignment module. We distinguish between these models using $\mathrm{SE}(2)$ equivariant module and shape alignment module by an "+ $\mathrm{SE}(2)$ " and "+ Shape" after the network name. For example, the SQPD-Net with only $\mathrm{SE}(2)$ equivariant module is denoted by "SQPD-Net $+\mathrm{SE}(2)$ ". For the comparison purpose, the ground-truth objects' poses and shape parameters are used for the all SQPD-Nets (i.e., GT-SQPDNets). Except for this subsection, "SQPD-Net" denotes "SQPD-Net + SE(2) + Shape".

Evaluation Metrics. We use two types of evaluation metrics: (i) flow error and (ii) pose error. The flow errors including visible and full flow errors are the same ones described in Chapter 4.6. The pose error measures the mean position error and orientation error between the ground truth and the predicted object poses.

Figure 4.19 shows an example of pushing data in the test dataset. In this example, we check whether the trained models (with and without the $\mathrm{SE}(2)$-equivariant module and shape alignment module) can generate equivariantly transformed objects' next poses given transformed inputs. We consider one input scene and two transformed input scenes (see the first row of Figure 4.19). The second and third row of Figure 4.19 show the predicted objects' next poses of the models, where we draw the output scene from $\mathrm{SE}(2)$-transformed input in the same view angle with the original scene by applying


Figure 4.19: A qualitative comparison of the pushing dynamics models trained with and without our $\mathrm{SE}(2)$-equivariant module and shape alignment module. For each figure, transparent and bold objects represent the scene before and after a pushing action is applied, respectively.
inverse transformation to the scene for easy comparison.
For the vanilla method without the module, despite the use of data augmentation in the training process, the predictions are not equivariant with respect to the group actions (see the zoomed-in part of the second row of Figure 4.19). The predictions by our method show equivariant transformations as the input scene transformed (third row of Figure 4.19). This implies that our model is fully equivariant to the input transformations, whereas the baseline model with data augmentation (i.e., pure SQPD-Net) is not.

Table 4.4 shows the evaluation metrics for the learned pushing dynamics models.

Table 4.4: Evaluation metrics for the learned pushing dynamics models; the units for the flow error and pose error (pos. and ori.) are cm and ( cm and degree), respectively.

Flow error $(\downarrow)$ Pose error $(\downarrow)$

| METHOD | visible | full | pos. | ori. |
| :--- | :---: | :---: | :---: | :---: |
| SQPDNet | 1.327 | 1.083 | 1.270 | 10.427 |
| SQPDNet + Shape | 1.195 | 0.995 | 1.175 | 7.960 |
| SQPDNet + SE(2) | 1.183 | 0.950 | 1.158 | 8.846 |
| SQPDNet + SE(2) + Shape | 0.712 | 0.550 | 0.676 | 7.606 |

The $\mathrm{SE}(2)$ equivariance significantly enhances the accuracy when compared to the vanilla model with data augmentation, and employing the additional shape alignment method yields even greater performance improvements. For qualitative comparison, we consider another example of pushing data in the test dataset as shown on the left of Figure 4.20. As shown in the ground truth, the green, blue, and gray objects move together due to the contact when the green object is pushed. Ideally, the learned pushing dynamics model should be able to predict not only the next pose of the pushed object but also the next poses of other surrounding objects due to these complex interactions. The right of Figure 4.20 shows the predicted objects' next poses of the models trained with and without the modules. The vanilla model performed poorly despite data augmentation. The models using the only one module succeeded in making predictions closer to the ground truth than the vanilla model, but there are still some errors, especially in predicting the motion of the blue object. The model considering both modules shows more accurate performance than the other models (see the blue object in Figure 4.20).


Figure 4.20: A qualitative comparison of the pushing dynamics models trained with and without our modules. For each figure, transparent and bold objects represent the scene before and after a pushing action is applied, respectively.

### 4.7.2 Pushing Dynamics Learning on Real-world Pushing Data

In this experiment, we train our SQPD-Net on the real-world dataset and compare the performance with the physics-based simulator (PyBullet). We generate a real-world pushing manipulation dataset using four cube-shaped objects of different sizes shown in Figure 4.21. In this case, one scene contains only one of these four objects. For each scene, the object is placed in a fixed pose (rotated $22.5^{\circ}$ degrees with respect to the robot's base frame), then we sample and execute one of the 20 different random pushing actions per object; so the total number of data tuples is 80 . To annotate the pose of the object before and after the pushing action, we use the Iterative Closest Point (ICP) algorithm that matches the point cloud observation to the ground-truth object model. We then divide the four objects into three known objects and one unknown object; the known objects are used to train our R-SQPD-Net, and the unknown objects are used to evaluate the trained model. The number of cases of dividing objects is four, and the model is trained and evaluated in all these cases. We denote the model trained in box


Figure 4.21: Objects for real-world pushing data.
$a, b, c$ and evaluated in box $d$ as " $a, b, c \rightarrow d$ ". To get the predictions of PyBullet, we drop the superquadric object given by our trained recognition model into the simulator and let the robot simulator perform the same pushing action that is performed in the real-world.

Figure 4.22 shows the motion of the objects predicted by the PyBullet simulator and trained R-SQPD-Net. As shown, both PyBullet and R-SQPD-Net tend to predict the position and approximate direction of the objects after movement. However, R-SQPD-Net predicts the orientation of the predicted object much better. This is due to some differences between the dynamic natures of PyBullet and the real-world. Since our model is trained directly from data collected in the real-world, it can predict the dynamics

Table 4.5: Translation and rotation errors computed with real-world data.

|  | PyBullet |  |  | R-SQPD-Net |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MODEL | translation $(\mathrm{cm})$ | rotation $\left({ }^{\circ}\right)$ |  | translation $(\mathrm{cm})$ | rotation $\left({ }^{\circ}\right)$ |
| $2,3,4 \rightarrow 1$ | $1.025 \pm 0.520$ | $8.129 \pm 7.206$ |  | $\mathbf{0 . 6 8 1} \pm \mathbf{0 . 3 4 9}$ | $\mathbf{4 . 3 0 4} \pm \mathbf{4 . 0 9 1}$ |
| $1,3,4 \rightarrow 2$ | $1.007 \pm 0.599$ | $4.000 \pm 3.658$ |  | $\mathbf{0 . 9 7 2} \pm \mathbf{0 . 5 8 0}$ | $\mathbf{3 . 5 8 1} \pm \mathbf{3 . 1 1 0}$ |
| $1,2,4 \rightarrow 3$ | $0.963 \pm 0.702$ | $13.038 \pm 7.357$ |  | $\mathbf{0 . 8 0 0} \pm \mathbf{0 . 3 4 7}$ | $\mathbf{4 . 1 9 7} \pm \mathbf{3 . 5 0 8}$ |
| $1,2,3 \rightarrow 4$ | $0.847 \pm 0.541$ | $4.584 \pm 3.308$ |  | $\mathbf{0 . 6 7 4} \pm \mathbf{0 . 5 1 2}$ | $\mathbf{2 . 9 9 5} \pm \mathbf{2 . 3 4 6}$ |

of pushing objects well. In order to quantitatively verify this fact, translation and rotation errors are measured for the poses of the predicted objects as shown in Table 4.5. We have confirmed that R-SQPD-Net outperforms PyBullet overall, and especially, our model performs much better in terms of rotation errors. In conclusion, we verify that our model can be successfully trained on real-world data. Also, the simulator is somewhat accurate, but to perform more accurate pushing manipulation in the real-world, we should collect a dataset from the real-world and train the model on this dataset.

### 4.7.3 Pushing Manipulation via Interaction

To verify that our model R-SQPD-Net works well for cases where multi-object interactions are essential to achieve the goal, we have conducted a new pushing manipulation task named interactive moving.

Interactive moving is similar to moving task in that the goal is to move some objects, but here it is a task that moves one target object to the desired pose. In this case, the robot should not push the target object. The current pose of the target object and the desired pose are given as $\mathbf{T}_{\mathbf{t}}$ and $\mathbf{T}_{d} \in \mathrm{SE}(3)$ respectively, then we define a terminal cost function as

$$
\begin{equation*}
q\left(\mathbf{s}_{T+1}\right)=\left\|\mathbf{t}_{T+1}-\mathbf{t}_{d}\right\|_{2}^{2}, \tag{4.7.9}
\end{equation*}
$$
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where the notation $\mathbf{t}_{(\cdot)}$ denotes the translation vector of $\mathbf{T}_{(\cdot)}$. We set the desired positions $\mathbf{t}_{d}$ as $\left(0.3,0.0, \mathbf{t}_{0, z}\right)$; the task is described in the left of Figure 4.23. Since the robot cannot directly push the target object, it must move the target object to the desired position by pushing other objects. That is, this task essentially requires interaction between multi-objects. We sample 100 action sequences and the time horizon of each sequence is set to one.

Figure 4.23 shows some manipulation results for interactive moving tasks. In the case of the first row, it succeeded in moving the target object to the desired position by pushing the yellow box. Even in the case of the slightly difficult case in the second row, our approach can find the series of actions that sequentially push the yellow and green boxes so that successfully perform the desired task. In conclusion, We verify that R-SQPD-Net can learn multi-object interaction well and that it can be used properly in manipulation tasks.

### 4.7.4 Pushing Manipulation using Physics-based Simulator

In this experiment, we compare the performance of our R-SQPD-Net and the physicsbased simulator (Pybullet) in pushing manipulation tasks, highlighting the importance of learning a data-driven pushing dynamics model. Since our method recognizes the shapes of tabletop objects at an intermediate stage, a straightforward approach to using a physics simulator as a dynamics model involves inserting the recognized shapes into the simulator. Accordingly, we compare the following baselines with dynamics models: R-SQPD-Net, Pybullet with recognition results, denoted as "Pybullet (w/ Recog.)," and Pybullet with ground-truth object shapes, denoted as "Pybullet (w/ GT.)." We test these dynamics models on the same tasks used in Chapter 4.4.2 - including moving, singulation, grasping clutter, and grasping large - in the simulation environment. In the
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Table 4.6: Comparison of R-SQPD-Net and the Pybullet simulator in simulation-based manipulation experiments.

| MODEL | Moving |  | Singulation |  | Grasping clutter |  | Grasping large |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Succ. | Steps | Succ. | Steps | Succ. | Steps | Succ. | Steps |
| R-SQPD-Net | 19/20 | - | 18/20 | 5.17 | 9/10 | 2.50 | 9/10 | 2.56 |
| Pybullet (w/ Recog.) | 19/20 | - | 15/20 | 5.43 | 7/10 | 3.29 | 9/10 | 2.22 |
| Pybullet (w/ GT) | 20/20 | - | 19/20 | 4.73 | 9/10 | 2.56 | 9/10 | 2.22 |

moving and singulation tasks, a total of 20 experiments with random object sets are performed. For the grasping tasks, the "grasping large" and "grasping clutter" tasks each comprise 10 experiments for one object set, with the objects in different poses for each experiment.

Table 4.6 presents the manipulation success rates and the average number of action steps required for success in simulation experiments. In the case of moving tasks, we do not report the number of steps due to the large variation depending on the scenario. We have observed that our R-SQPD-Net outperforms the PyBullet simulator with recognition results, particularly in singulation and grasping clutter tasks that involve interactions between objects. This superiority is evident both in terms of success rates and average action steps. The performance of Pybullet with ground-truth shapes is similar to, or better than, the other baselines. This suggests that inaccuracies in recognition can lead to performance degradation when using a physics-based simulator. By contrast, our R-SQPD-Net achieves higher performance than Pybullet by compensating for these recognition inaccuracies through its data-driven model. In conclusion, we find that jointly learning the data-driven model SQPD-Net with a recognition model yields better performance in vision-based pushing manipulation problems than using a physics simulator combined with a recognition model.

### 4.8 Conclusion

This paper has proposed a $\mathrm{SE}(2)$-equivariant pushing dynamics model. Using the superquadric representations of object shapes, we have proposed a SuperQuadric Pushing Dynamics Network (SQPD-Net). Through extensive empirical validations, we confirm that the SQPD-Net significantly outperforms the existing state-of-the-art visual pushing dynamics models. Moreover, we have verified that the SQPD-Net can be used for various pushing manipulation tasks.

Limitations and Future Directions. First, since SQPD-Net considers single superquadric shaped objects, it is not trivial to apply it directly to more complex or nonconvex shapes. As the researches on representing objects in multiple superquadrics progress [102, 103], extending our approach to multiple superquadric-shaped objects remains a future work. Second, the dynamics prediction task becomes challenging when pushing an object with a non-uniform mass distribution since different mass distributions will lead to different motions. In this case, if we can consistently predict the reference poses of the objects (e.g., pre-specified poses in CAD models), our $\mathrm{SE}(2)$-equivariant model is applicable regardless of the mass distribution. Since predicting reference poses is not easy with only depth images, this is a limitation of our approach. As one possible solution, additional information such as RGB images should be utilized [127, 128]. Lastly, there could be some situations where the $\mathrm{SE}(2)$-equivariance does not apply; in this case, our approach can be detrimental. One example is that the friction coefficients are different in different regions of the table. As a research direction to overcome this, a locally $\mathrm{SE}(2)$-equivariant model - $\mathrm{SE}(2)$ space is divided into several subspaces and the model is equivariant only within each subspace - can be considered.

## 5

## Search-for-Grasp: Superquadric

 Recognition for Mechanical
## Search

### 5.1 Introduction

Finding and grasping a desired target object on a cluttered shelf - where the target is occluded by unknown objects and initially not visible to a vision sensor - is a significant challenge in robotic manipulation. This task is further complicated when the pose of the vision sensor is fixed. In such scenarios, the robot must rearrange surrounding objects to identify the target's pose and grasp it, all while avoiding collisions with the shelf and nearby objects. The geometric characteristics of the shelf, which allow visual observations solely from the front and limit the manipulator's workspace, add another layer of complexity.


Figure 5.1: A 3D recognition-based mechanical search and grasping of the target object (red cylinder).

Previous research on finding and grasping the target object has focused on (i) simpler environments, such as flat tables or bins [129, 130, 131, 132, 133, 134, 94, 135], or (ii) complex shelf environments but with the assumption that all object shapes and poses are known (e.g., assuming the shelf's inside can be seen through its transparent top) $[136,137,138,139,140,141,142]$. Recent studies have ventured into more realistic shelf scenarios, where the surrounding non-target objects are unknown, termed the mechanical search. However, these often depend on specialized, elongated tools to manipulate the objects within tight shelf spaces [143, 144, 145]. As a result, the challenge of finding and grasping the target object in a densely populated shelf environment using a standard robot gripper, devoid of specialized tools, remains open.

To our knowledge, we are the first to offer a practical method for finding and grasping the target object on a cluttered shelf populated with unknown objects, using a standard robot gripper (as shown in Figure 5.1). Like previous studies, we utilize pushing
and pick-and-place actions. However, we employ a standard two-finger gripper, introducing several practical challenges. For instance, generating a collision-free robot path during the grasp the target or during a pick-and-place action becomes non-trivial when only partial visual information is accessible.

In this paper, we propose a comprehensive framework for mechanical search and grasping. Specifically, we introduce two indicator functions (denoting the target's candidate pose by $x \in \mathrm{SE}(3)$ ): (i) an existence function $f(x)$ that indicates if the target can be present at $x$ and (ii) a graspability function $g(x)$ that indicates if the target at $x$ is graspable. The objective then becomes to rearrange the objects until only one existable and graspable pose $x^{*}$ remains, i.e., there exists a unique $x^{*} \in \mathrm{SE}(3)$ such that $f\left(x^{*}\right)=1$ and $g\left(x^{*}\right)=1$. Leveraging the dynamics models of these functions, we formulate a model-based optimal control with a suitably-designed objective function.

Furthermore, we provide practical algorithms that leverage a 3D object recognition model to effectively estimate of the functions $f_{t}, g_{t}$ and their corresponding dynamics models. We employ a recent 3D recognition model rooted in superquadric primitives [64]. Notably, the superquadric representation allows for rapid collision checks, depth image rendering, and the utilization of pushing dynamics models [65]. To mitigate accumulated estimation errors during optimal control, we adopt the model predictive control with a short time horizon. A distinguishing feature of our method, compared with existing methods, is the use of a 3D recognition model and leveraging the recognition results for mechanical search.

Through experiments in both simulations and real-world scenarios, we have validated the effectiveness of our 3D reconstruction-based approach. Our method consistently finds and grasps the target object using a standard two-finger robot gripper, even in the presence of noise from vision sensor data in real-world settings.

### 5.2 Related Works

### 5.2.1 Mechanical Search on Shelves

Object search and mechanical search. The goal of object search (sometimes called as target object retrieval) is to find a target object from unknown environments. Some works have focused on active perception problem of making decisions of the sequence of camera poses to find a target object using a camera-mounted mobile robot [146, $147,148,149,150,151,152]$; recently, deep learning-based methods have been proposed in terms of target-driven visual navigation [153, 154, 155, 156]. However, in a more complex environment, such as a cluttered environment on a tabletop or an environment where objects are placed on a shelf, it may be impossible to find a target object by controlling only the position of the camera. To solve these issues, interactive perception-based methods - in which the robot can change the environment to find the target object - have been proposed. Object search using interactive perception is recently called mechanical search.

Mechanical search methods. The earlier works have attempted to solve the problem of searching the target object via performing pushing or grasping actions to the surrounding objects in algorithmic manners [129, 130, 131]. Although these methods have made a significant contribution to the research topic of mechanical search, many assumptions are made in the environment to make the problem tractable, and they are generally computationally complex and therefore slow. To improve these methods (e.g., relaxing the assumptions), several works have proposed a POMDP model and its solver (e.g., DESPOT [132] or POMCP [133]) for mechanical search. A recent work provides a generalized formulation of mechanical search and solve this problem effectively using
deep learning-based perception module (e.g., object segmentation and recognition network) and grasping module (e.g., pre-trained Dex-Net) [134]. The follow-up paper proposes a novel perception module and a policy that minimizes the support of learned occupancy distributions obtained from the perception, and claims that the proposed method outperforms the previous methods [94]. Another work propose a 3D shape recognitionbased approach that predicts the occluded geometries from the vision sensor image and then utilize this information to efficiently find the target object [135]. Our work is also in the spirit of [135] in utilizing the 3D shape recognition module to solve the mechanical search problem efficiently (e.g., reduce the number of total actions), but we use implicit representation for the recognized objects to utilize them for efficient and effective action decision (see Appendix 5.2.3).

Mechanical search on shelves. As the shelves are often used to store the objects in home environments or logistic warehouses, mechanical search on shelves are being studied as an important research topic [143, 144, 145]. Object manipulation on the shelves is more challenging because of the several task constraints: the manipulator must not collide with the shelf, the objects cannot be removed from the shelf, and only a nearlylateral camera view is available. These constraints limit the action space of the manipulator and the amount of visual information that can be obtained from the vision sensor. An earlier work proposes an extension of the previous method named lateral access X-ray [94] to solve laterally-accessible mechanical search [143]. The follow-up studies use novel tools to extend the robot action space from just pushing to pushing-and-grasping [144] and stacking [145].

The main difference from these works is that the graspability of the target object is taken into consideration when performing mechanical search. The existing studies use a custom long suction gripper specialized for mechanical search, so the graspability of the target object does not need to be considered separately. On the other hand, when using
the standard robot gripper (e.g., parallel-jaw gripper), we need to find a trajectory that does not collide with the other surrounding objects and the shelf to grasp the target object. To find a non-collide trajectory, the 3D reasoning of the current scene is inevitable for 6-DOF grasping, and accordingly, a 3D recognition model has been adopted in our method. The existing works only perform 2D reasoning for the scene since they do not have to consider the graspability, and the point that we perform mechanical search task adopting 3D recognition is also different from other works.

### 5.2.2 Object Rearrangement for Target Object Grasping

The object rearrangement generally refers to the problem of finding the feasible paths of the objects that move the objects from their initial configuration to desired final configuration, and in fact, a lot of various object rearrangement studies has been conducted; in this subsection, we only focus on the object rearrangement researches for grasping the target object. An earlier work propose an algorithm to remove the surrounding objects using prehensile manipulation to grasp the target object without robot-object collisions [136]. Since the action space is limited only by prehensile manipulation, object rearrangement algorithms using non-prehensile manipulation have also been conducted; for example, these algorithms are based on tree-search [137], persistent homology [138], and semi-autonomous tele-operation [139]. We note that unlike mechanical search, these papers assume that the information about the target object (and sometimes information about the environment) is known. Other works focus on more general cases where the target object is possibly occluded [140, 141, 142]. If the target object is occluded, the proposed performs an algorithm to find the target similar to the mechanical search. It is worthy to note that our problem is more challenging since the surrounding objects can be removed in previous studies, but cannot in our case. Also, these studies first find the
target object and then grasp it when the target is occluded; we argue in this paper that finding a target object while simultaneously considering whether it can be graspable is more efficient.

Grasping the invisible. It is valuable to note that our problem setting is the closest to the problem considered in [93]. Their work also considers the problem of grasping the target object while considering the mechanical search problem. They named this problem grasping the invisible and introduce a deep learning-based end-to-end method, more specifically, a critic function that maps the visual observations to the expect rewards of robot pushing or grasping actions. This paper is the same in that it addresses the same problem as ours, but the proposed methods so far are limited to a specific environment and may require a lot of data for the model to generalize to other environments. We develop a method that can be applied in various environments by using object recognition, which is known to be well generalizable to unseen scenes [64, 65], rather than an end-to-end method.

### 5.2.3 Shape Recognition-based Robot Manipulation

We refer to Chapter 4.2.3 for detailed reviews of shape recognition-based robot manipulation methods.

### 5.3 A General Framework for Mechanical Search and Grasping

In this section, we propose a general framework for mechanical search and provide two specific algorithms: (i) search-and-grasp and (ii) search-for-grasp, using the modelbased optimal control formulation. The search-and-grasp method executes actions first
to find the target and then executes additional actions to rearrange the objects to make the target graspable, while the search-for-grasp method integrates the search and grasp processes into a cohesive framework so that the target object's graspability is taken into account in the search phase.

Our focus lies specifically on scenarios where the target object is known - where its information is given as the color and geometry - and is fully occluded by other unknown objects. We assume that the robot can interact with objects either by pushing or pick-and-place actions to rearrange the objects. When the robot performs the pick-andplace action, it is only allowed to place an object in another empty space on the shelf (i.e., object stacking is not allowed). For the target object, we assume that it is placed in a straight-up pose (i.e., not tilted) and not stacked on top of the other surrounding objects. Also, when the robot rearranges the surrounding non-target objects, the target object is assumed to remain stationary.

We denote the target object's pose by $x \in \mathrm{SE}(3)$; since the target object is not tilted and stacked, it is sufficient to represent the object pose as $x \in \mathrm{SE}(2)$. Instead of dealing with the continuous pose space $\mathrm{SE}(2)$, to simplify numerical computations, we restrict our attention to a finite subset $\mathcal{X} \subset \mathrm{SE}(2)$. The two core components in our framework are (i) an existence function $f: \mathcal{X} \rightarrow\{0,1\}$ and (ii) a graspability function $g: \mathcal{X} \rightarrow\{0,1\}$. The existence function $f(x)$ indicates whether the target object can be present at the pose $x$ or not. For example, given an observation shown in Figure 5.2 (Upper), consider two candidate target poses $x \in \mathcal{X}$ (i.e., the red cylinders in Figure 5.2 Lower). For $f(x)$ to be 1, the rendered image must match the observation (there are other conditions as well, details are in the next section), otherwise, $f(x)=0$. In practice, considering the discretization resolution of $\mathcal{X}, f(x)$ is considered to be 1 if the target object pose can exist near $x$. Naturally, it captures the uncertainty of the target object's pose because $\sum_{x \in \mathcal{X}} f(x)$ represents the number of possible object poses; the


Figure 5.2: Illustration on the existence function $f(x)$. Upper: Observation. Lower: Candidate poses and hypothetical rendering results.
greater $\sum_{x \in \mathcal{X}} f(x)$, the more uncertain. We assume $\mathcal{X}$ is sufficiently densely discretized so that $\sum_{x \in \mathcal{X}} f(x)$ is lower bounded by 1 (i.e., the target object must exist in at least one $x \in \mathcal{X}$ ). The graspability function $g(x)$ indicates whether the target object at the pose $x$ is graspable or not.

Denote the existence and graspability functions at a discrete timestep $t$ by $f_{t}(x)$ and $g_{t}(x)$ and a pushing or pick-and-place action by $a_{t}$. We assume that the dynamics models for $f_{t}(x)$ and $g_{t}(x)$ are given and denoted by $\mathcal{F}$ and $\mathcal{G}$ such that $f_{t+1}(x):=$ $\mathcal{F}\left(f_{t}, a_{t}\right)(x)$ and $g_{t+1}(x):=\mathcal{G}\left(g_{t}, a_{t}\right)(x)$. Additionally, we assume that the uncertainty of the target object pose is not increasing in $t$, i.e., $\sum_{x \in \mathcal{X}} f_{t}(x) \geq \sum_{x \in \mathcal{X}} \mathcal{F}\left(f_{t}, a_{t}\right)(x)$, regardless of $a_{t}$. This non-increasing uncertainty assumption comes from the prior assumption that the target object does not move when an action is applied because it is impossible for an object suddenly can exist where it could not originally exist.

Given initial $f_{0}$ and $g_{0}$ and dynamics models $\mathcal{F}$ and $\mathcal{G}$, we formulate a search-for-grasp method as a model-based optimal control. Specifically, the goal is to find a sequence of actions $a_{0}, \ldots, a_{T}$ for a fixed time $T$, so that $f_{T}\left(x^{*}\right)=1$ for only one $x^{*} \in \mathcal{X}$ - if there are more than one, then we cannot specify at which $x$ the target object exists - and that is graspable, i.e., $g_{T}\left(x^{*}\right)=1$. For this purpose, we formulate the following model-based optimal control problem:

$$
\begin{align*}
\min _{a_{1}, \ldots, a_{T}} \sum_{x \in \mathcal{X}} f_{T}(x) & +\alpha f_{T}(x)\left(1-g_{T}(x)\right),  \tag{5.3.1}\\
\text { s.t. } f_{t+1}(x) & =\mathcal{F}\left(f_{t}, a_{t}\right)(x),  \tag{5.3.2}\\
g_{t+1}(x) & =\mathcal{G}\left(g_{t}, a_{t}\right)(x), \tag{5.3.3}
\end{align*}
$$

where $\alpha$ is a hyperparameter. Minimizing the first term in (5.3.1) makes $f_{t}$ have only one $x^{*}$ such that $f_{T}\left(x^{*}\right)=1$ - since the existence function is lower bounded by $1-$, and minimizing the second term enforces $g_{T}\left(x^{*}\right)=1$. Without the second term, even
though the target object becomes visible, there is no guarantee that it will be graspable.
In practice, we prefer to perform a minimum number of actions needed for the task, rather than for a pre-determined fixed length $T$. We introduce a discount factor $\gamma \in(0,1]$ and propose a modified version of the optimal control problem:

$$
\begin{equation*}
\min _{a_{1}, \ldots, a_{T}} \sum_{t=0}^{T-1} \gamma^{t}\left(\mathcal{J}_{t+1}-\mathcal{J}_{t}\right)=\gamma^{T} \mathcal{J}_{T}+\frac{1-\gamma}{\gamma} \sum_{t=1}^{T} \gamma^{t} \mathcal{J}_{t}-\mathcal{J}_{0} \tag{5.3.4}
\end{equation*}
$$

where $\mathcal{J}_{t}:=\sum_{x \in \mathcal{X}} f_{t}(x)+f_{t}(x)\left(1-g_{t}(x)\right)$. As $\gamma \rightarrow 1$, the new objective function converges to the original one in (5.3.1) since $\mathcal{J}_{0}$ is constant. For $\gamma<1$, $\mathcal{J}_{t}$ for $t<T$ are now taken into account, and thus minimizing (5.3.4) leads to accomplishing the task quickly. A $\gamma$ that is too small can make the problem difficult, so an appropriate level of $\gamma$ needs to be found.

Additionally, we propose a computationally lighter version, a search-and-grasp method. In the cost term $\mathcal{J}_{t}$ in (5.3.4), the computation cost of $g_{t}(x)$ is very high since it requires the planning of multiple collision-free paths (as we explain in the next section in more details). The function $g_{t}(x)$ must be calculated for all $x$ such that $f_{t}(x)=1$, thus as $\sum_{x} f_{t}(x)$ is bigger, the computation cost increases. In the search-and-grasp method, we first find the target by using the first term only $\mathcal{J}_{t}=\sum_{x} f_{t}(x)$. Then, after the target is found at $x^{*}$, we use the second term $\mathcal{J}_{t}=1-g_{t}\left(x^{*}\right)$ to rearrange the objects to make the target graspable. Since the target pose is already specified at the search phase, in the second stage, we need to compute the graspability function $g_{t}$ only at one $x^{*}$, which significantly reduces the total computation time.

### 5.4 3D Object Recognition-based Mechanical Search

In this section, as one practical way to implement our framework, we propose an object recognition-based approach. We assume that a scene contains multiple unknown objects
and a known target object, and the RGB-D camera's pose is fixed so can only capture one side of the scene (e.g., a shelf containing objects from the front view). From the partial view information of the scene, our strategy is to first recognize the shapes and poses of the objects and then to use the recognition results to estimate the existence and graspability functions $f$ and $g$ and the dynamics models $\mathcal{F}$ and $\mathcal{G}$. For the 3D recognition model, we include the details about the architectures and the training details in Appendix C.1.

### 5.4.1 Existence and Graspability Function Estimates $\hat{f}$ and $\hat{g}$

Given a partial visual observation $\mathbf{o}$, let a set of estimated superquadric shape parameters and poses be denoted by $\mathbf{s}=\left\{\left(\mathbf{q}_{i}, \mathbf{T}_{i}\right)\right\}$. Further, we assume that an indicator variable $c \in\{0,1\}$ - indicates whether the target object is visible (i.e., $c=1$ ) or not (i.e., $c=0$ ) in the observation $\mathbf{o}$ - is available. If target is visible (i.e., $c=1$ ), we assume that the target object's pose can be estimated accurately. Using these estimates $\mathbf{s}$ and $c$, we obtain the estimates for the existence and graspability functions denoted by $\hat{f}(x ; \mathbf{s}, c)$ and $\hat{g}(x ; \mathbf{s})$.

The key idea is to locate the recognized superquadric objects in the simulation, as well as the target object at a hypothetical pose $x \in \mathcal{X}$. If $c=1$, the existence function $\hat{f}$, since we know at which $x^{*}$ the target object exist, is 1 only at $x^{*}$, i.e., $\hat{f}\left(x^{*} ; \mathbf{s}, c=1\right)=1$ and 0 at other $x \in \mathcal{X}$. If $c=0, \hat{f}(x ; \mathbf{s}, c=0)$ is defined to be 1 if (i) depth rendering results with and without the target object at $x$ are identical and (ii) there is no collision between the recognized objects, the environment, and the target object. Otherwise $\hat{f}(x ; \mathbf{s}, c=0)=0$. In detail, the existence function $\hat{f}(x)$ can be calculated by the multiplication of the inverse-visibility function $\hat{f}_{d}(x)$ and collision
function $\hat{f}_{c}(x)$, i.e.,

$$
\hat{f}(x)=\hat{f}_{d}(x) \hat{f}_{c}(x)
$$

The inverse-visibility function $\hat{f}_{d}: \mathcal{X} \rightarrow\{0,1\}$ is a function in which $\hat{f}_{d}(x)=1$ if the depth rendering results with and without the target object at $x \in \mathcal{X}$ are identical (i.e., target object is invisible) and $\hat{f}_{d}(x)=0$ otherwise. The collision function $\hat{f}_{c}: \mathcal{X} \rightarrow\{0,1\}$ is a function in which $\hat{f}_{c}(x)=1$ if there is no collision between the recognized objects, the environment, and the target object at $x \in \mathcal{X}$ and $\hat{f}_{c}(x)=0$ otherwise. The depth rendering and collision checking can be performed efficiently using 3 D recognition results, and the details on the computation of these functions are given in Appendix C.2.

The graspability function $\hat{g}(x ; \mathbf{s})$ is defined to be 1 if we can find a collision-free grasping trajectory of the robot gripper, where all possible collisions between the robot arm, gripper, environment, and multiple objects should be taken into account. The grasp planning can also be performed efficiently using 3D recognition results, and the details on the computation of graspability functions are given in Appendix C.3.

### 5.4.2 Approximate Dynamics Models $\hat{\mathcal{F}}$ and $\hat{\mathcal{G}}$

Then, we construct the approximate dynamics models for $f_{t}$ and $g_{t}$ by using (i) the dynamics of $\mathbf{s}_{t}$ denoted by $\mathbf{s}_{t+1}=\mathcal{S}\left(\mathbf{s}_{t}, \mathbf{a}_{t}\right)$ - where we just transform the selected object for the pick-and-place action and use pre-trained $\operatorname{SE}(2)$-equivariant pushing dynamics model for pushing action [65] - and (ii) the function estimates $\hat{f}$ and $\hat{g}$. Since $\hat{f}$ takes the classification label $c$ as an input, we need a dynamics model for $c_{t}$, but it is hardly possible to know if the target will be visible or not in the future given an action $\mathbf{a}_{t}$. We take a conservative strategy and assume that the visibility of the target object $\tilde{c}_{t+1}$ does not change at $t+1$, i.e., $\tilde{c}_{t+1}=c_{t}$. Then, for given $f_{t}$ and $g_{t}$ at time
$t$, the approximate dynamics models are defined as follows:

$$
\begin{equation*}
\hat{\mathcal{F}}\left(f_{t}, \mathbf{a}_{t}\right)(x):=f_{t}(x) \hat{f}\left(x ; \mathbf{s}_{t+1}, \tilde{c}_{t+1}\right) ; \quad \hat{\mathcal{G}}\left(g_{t}, \mathbf{a}_{t}\right)(x):=\hat{g}\left(x ; \mathbf{s}_{t+1}\right) \tag{5.4.5}
\end{equation*}
$$

where $\mathbf{s}_{t+1}=\mathcal{S}\left(\mathbf{s}_{t}, \mathbf{a}_{t}\right)$ and $\tilde{c}_{t+1}=c_{t}$. The existence function $\hat{\mathcal{F}}\left(f_{t}, \mathbf{a}_{t}\right)(x)$ is 1 if both $f_{t}(x)$ and $\hat{f}\left(x ; \mathbf{s}_{t+1}, c_{t+1}\right)$ are 1 , which guarantees the non-increasing uncertainty condition for $\mathcal{F}$, i.e., $\sum_{x \in \mathcal{X}} f_{t}(x) \geq \sum_{x \in \mathcal{X}} \hat{\mathcal{F}}\left(f_{t}, \mathbf{a}_{t}\right)(x)$.

### 5.4.3 Sampling-based Model Predictive Control

With these approximated functions and their dynamics, we solve an approximated model -based optimal control as described below:

$$
\begin{align*}
& \min _{a_{1}, \ldots, a_{T}} \sum_{t=0}^{T-1} \gamma^{t}\left(\mathcal{J}_{t+1}-\mathcal{J}_{t}\right)  \tag{5.4.6}\\
& \text { s.t. } \mathcal{J}_{t}=\sum_{x \in \mathcal{X}} \hat{f}_{t}(x)+\alpha \hat{f}_{t}(x)\left(1-\hat{g}_{t}(x)\right)  \tag{5.4.7}\\
& \hat{f}_{t}(x)=\hat{f}_{d}(x) \hat{f}_{c}(x),  \tag{5.4.8}\\
& \hat{f}_{t+1}(x)=\hat{\mathcal{F}}\left(\hat{f}_{t}, a_{t}\right)(x),  \tag{5.4.9}\\
& \hat{g}_{t+1}(x)=\hat{\mathcal{G}}\left(\hat{g}_{t}, a_{t}\right)(x), \tag{5.4.10}
\end{align*}
$$

where an initial observation $\mathbf{o}_{0}$ and function estimates $\hat{f}_{0}(x)=\hat{f}\left(x ; \mathbf{s}_{0}, c_{0}\right), \hat{g}_{0}(x)=$ $\hat{g}\left(x ; \mathbf{s}_{0}\right)$ are given. Since both the function estimates and their dynamics models have numerical errors, we perform the model predictive control (MPC) where we iterate the following procedure for $T$ times: for $t=0, \ldots, T-1$ (i) update initial estimates of $\hat{f}_{t}, \hat{g}_{t}$ from a new observation $\mathbf{o}_{t}$, (ii) solve the above model-based optimal control with a short time horizon $M<T$, and (iii) take only the first action $\mathbf{a}_{t}$.

Implementation details. To solve the iterative optimization in MPC (where we set $T=10$ ), we use $M=3$ and take a sampling-based approach. The actions space $\mathcal{A}$,
whose elements are either pushing or pick-and-place actions, is defined based on the object recognition results and as a discrete set that can be efficiently searched through sampling (sampling details can be found below). We stop the MPC iteration if the target is visible and graspable, so the total number of actions can be less than $T$. The objective function is slightly modified so that, in $\mathcal{J}_{t}=\sum_{x \in \mathcal{X}} \hat{f}_{t}(x)+\hat{f}_{t}(x)\left(1-\hat{g}_{t}(x)\right)$, the graspability function $\hat{g}_{t}(x)$ - which originally could take 0 or 1 - now can take $1,0,-1,-2,-3, \ldots$ where $\hat{g}_{t}(x)=-n+1$ indicates that generated grasping trajectories for the target at $x$ collides with at least $n$ objects. This modified objective function provides more dense signals, making the optimization problem easier to solve, while not changing the optimal solution. The details for modified graspability function can be found in Appendix C.3.

### 5.4.4 Action Space and Action Sampling Method

As noted above, the action space $\mathcal{A}$ is composed of pushing or pick-and-place actions. In this section, we describe the details of the pushing and pick-and-place actions, and then describe the action sampling methods for manipulation. The details of the pushing action and the pick-and-place action including sampling processes and scene prediction are described in Figure 5.3.

Pushing action. A pushing action is defined by $\left(\mathbf{T}_{\text {push }}, \mathbf{d}\right) \in \operatorname{SE}(3) \times \mathbb{R}^{3}$, where $\mathbf{T}_{\text {push }} \in \mathrm{SE}(3)$ is an initial gripper pose and $\mathbf{d} \in \mathbb{R}^{3}$ is a displacement of the gripper. To sample the initial gripper pose $\mathbf{T}_{\text {push }}$, an index $i_{r}$ from the recognized object indices $i=1, \ldots, N$ is selected and then a direction (left or right) for pushing the selected object $i_{r}$ is selected. Then $\mathbf{T}_{\text {push }}$ is defined from the pose and the shape parameters of the selected object $\left(\mathbf{q}_{i_{r}}, \mathbf{T}_{i_{r}}\right)$ and the direction to push; (i) the gripper is tilted about 30 degrees along the $y$-axis of the gripper frame and (ii) the distance between the selected


Figure 5.3: Sampling process and predicted scene after applying the action for pushing and pick-and-place actions.


Figure 5.4: Visual description of the pushing action.
object and the gripper (i.e., Chamfer distance between point clouds sampled from the meshes) is set to 1 cm . The pushing action is described in Figure 5.4. If the gripper at the pose $\mathbf{T}_{\text {push }}$ collide with the surrounding objects, the action is rejected; for collision checking, we use the method used in Appendix C.2. The displacement of the gripper $\mathbf{d}$ is sampled from a discrete set $\{5,10,15\} \mathrm{cm}$. For each sampled action, we predict the next state $s_{t+1}$ using a pre-trained pushing dynamics model named SQPD-Net [65].

Pick-and-place action. A pick-and-place action is defined by $\left(\mathbf{T}_{\text {grasp }}, \mathbf{T}_{\text {place }}\right) \in \mathrm{SE}$ $(3) \times \mathrm{SE}(3)$, which are gripper poses when it grasps and places the object, respectively. To sample the grasp pose $\mathbf{T}_{\text {grasp }}$, an index $i_{g}$ from the recognized object indices $i=$ $1, \ldots, N$ is selected and a grasp pose is selected from the candidate grasp poses of the selected object $\left(\mathbf{q}_{i_{g}}, \mathbf{T}_{i_{g}}\right)$; we generate the grasp poses using the same strategy we used in Appendix C.3. Then a gripper pose to place $\mathbf{T}_{\text {place }}$ is selected from the poses in which the grasped object does not overlap (i.e., do not collide with) other surrounding objects and the shelf; we use the collision checking method used in Appendix C.2. We check the collision of the trajectory when grasping and placing and the action is rejected if there is a collision; we use the same method in Appendix C. 3 when checking collision. For each sampled action, we predict the next state $\mathbf{s}_{t+1}$ by just applying the transformation $\mathbf{T}_{\text {grasp }}^{-1} \mathbf{T}_{\text {place }}$ to the selected object.

Action sampler. We first check which objects can be pushed or grasped (for pick-and-place action); whether an object can be pushed or grasped is noted in the action description section above. Let $I_{p}=\left\{i_{p 1}, \ldots, i_{p N_{p}}\right\}$ and $I_{g}=\left\{i_{g 1}, \ldots, i_{g N_{g}}\right\}$ be the set of indices of the graspable and pushable objects, respectively. Then, we randomly choose 30 indices from the multi-set $I_{g}+I_{p}:=\left\{i_{g 1}, \ldots, i_{g N_{g}}, i_{p 1}, \ldots, i_{p N_{p}}\right\}$ allowing duplicates. For each chosen index, we select one action (pushing action if index is in $I_{p}$ and pick-and-place action if index is in $I_{g}$ ) through the method described above. The action sequences for MPC are sampled in the similar manner.


Figure 5.5: The left column shows the simulation and real environments, and in the right column, objects used in each environment are visualized. In particular, the target object is marked in red in the simulation; the red-taped can is the target object in the real experiment.

### 5.5 Experiments

In this section, we conduct a comparative analysis of the two proposed methods, the search-and-grasp and search-for-grasp methods, and evaluate both methods to show robust performance to find and grasp the occluded target object in both simulation and real-world environments.

Environment. The simulation and real-world experiments share the same robot, the same RGB-D camera, and the same shelf environment; the simulation experiments are conducted by the Pybullet simulator. We use the 7 -dof Franka Emika Panda robot with
a parallel-jaw gripper and an Azure Kinect DK camera sensor looking into the shelf at a fixed location (See Figure 5.5). The raw input visual observation from the camera is an RGB-D, which is then converted to point cloud data. We use cylinder-shaped and cube-shaped objects of various sizes which are visualized in Figure 5.5.

Target object. Throughout the experiments, we restrict our attention to a cylindrical target object. Considering the rotational symmetry of the target object and the assumption that the target object stands upright, the target pose space $\mathcal{X}$ can be reduced to $\mathbb{R}^{2}$. We note that if the target object is a box, the whole $\mathrm{SE}(2)$ space should be considered as the target pose space; the experimental results when the target object is a box can be found in Chapter 5.6.3.

Evaluation metrics. We report the find and grasp success rates separately. If a sequence of our actions makes the target visible within 10 time steps, it is considered as a find-success. If it makes the target not only visible but also graspable and we can find a collision-free path for taking out the object within 10 time steps, it is considered a grasp success. Additionally, we measure the average number of actions required to find or grasp the target.

### 5.5.1 Simulation Experiments Results

In this section, we evaluate our methods in the simulation experiments and empirically show that they can find and grasp the fully-occluded target object. The details on simulation experiment settings are provided below.

Object configuration. To evaluate our method, we have created 180 scenarios for each number of surrounding objects in $\{2,4,6,8\}$, so a total of 720 scenarios; for each scenario, a random selection (allowing duplicates) is made among the given objects in Figure 5.5.




Table 5.1: Simulation manipulation results
The number of objects

| METHOD |  | 2 |  | 4 |  | 6 |  | 8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Find | Grasp | Find | Grasp | Find | Grasp | Find | Grasp |
| O-Search-and-Grasp | Succ. | 0.978 | 0.939 | 0.939 | 0.761 | 0.878 | 0.622 | 0.844 | 0.528 |
|  | Steps | 1.392 | 1.562 | 2.178 | 2.635 | 2.589 | 3.473 | 2.664 | 3.947 |
| O-Search-for-Grasp | Succ. | 0.983 | 0.928 | 0.933 | 0.794 | 0.900 | 0.678 | 0.889 | 0.578 |
|  | Steps | 1.407 | 1.647 | 2.077 | 2.769 | 2.377 | 3.574 | 2.831 | 4.125 |
| R-Search-and-Grasp | Succ. | 0.983 | 0.928 | 0.928 | 0.789 | 0.889 | 0.656 | 0.878 | 0.606 |
|  | Steps | 1.362 | 1.611 | 2.222 | 2.739 | 2.581 | 3.432 | 2.981 | 3.78 |
| R-Search-for-Grasp | Succ. | 0.972 | 0.922 | 0.933 | 0.756 | 0.922 | 0.672 | 0.894 | 0.656 |
|  | Steps | 1.331 | 1.651 | 2.196 | 2.765 | 2.301 | 3.281 | 2.901 | 3.975 |

Initial scene setting. We first randomly drop the selected objects on the shelf. Then, we place the (red) target object on the shelf where it is not visible from the current camera image. If there is no place to place the target object, or the target object is not graspable because of the collision of the gripper with the shelf, the scenario is discarded.

Target detection. In the simulation environment, a ground-truth segmentation mask can be used from the synthetic camera. If a part of the target object is observed for more than 100 pixels on the camera image (c.f. the resolution of the camera is $1280 \times 720$ ), it is considered to have succeeded in finding the target object in that scenario.

We note that there are some scenarios where the target object is not graspable even with the maximum number of actions, so the maximum average success rate is slightly lower than 1.

To evaluate our 3D reconstruction-based mechanical search method, and in particular to see how much recognition error affects the task performance, we also test the cases where the ground-truth poses and shape parameters of the surrounding objects (not the
target object) are available, and denote them as oracle. In these cases, the the recognition module is not used and the ground-truth information of the surrounding objects are directly used for solving optimal control. We put the letter ' $O$ ' in front of the method name in the oracle experiments, and ' R ' in the experiments using the 3 D recognition (e.g., O-Search-and-Grasp and R-Search-for-Grasp).

Figure 5.6 shows an example of how our recognition-based search-for-grasp method acts on the simulation experiment. The search-for-grasp method succeeds in finding the target object in four pushing actions and then makes the target object graspable by performing an additional pick-and-place action. The success rates and the average number of actions for finding and grasping the target are shown in Table 5.1. First, the performance differences between oracle and recognition are not significant, which means that the 3D recognition error does not significantly affect performance. Second, search-for-grasp has no difference in performance from search-and-grasp when the number of surrounding objects is small, but shows better performance when the number is large. This suggests that considering graspability is of great help when finding the target.

### 5.5.2 Real-world Experiments Results

We adopt the R-Search-for-Grasp method for finding and grasping the desired target object in real-world environment. The details on real-world experiment settings are provided below.

Object configuration. We have created 5 scenarios for each number of surrounding objects in $\{3,4,5,6\}$, so a total of 20 scenarios; for each scenario, a pre-defined object set is used according to the number of surrounding objects as shown in Figure 5.8.

Initial scene setting. We put the given surrounding objects and the target object so that the target object (red cylinder) is not visible in the initial camera view.


Figure 5.7: Search-for-grasp real-world manipulation results


Figure 5.8: Pre-defined object set used for real-world experiments.

Table 5.2: Search-for-grasp real-world manipulation results.

| Num. | Find | Grasp |
| :---: | :---: | :---: |
| 3 | $5 / 5$ | $5 / 5$ |
| 4 | $5 / 5$ | $4 / 5$ |
| 5 | $4 / 5$ | $2 / 5$ |
| 6 | $3 / 5$ | $2 / 5$ |

Target detection. In the 3 D recognition process, we segment the observed point cloud. We first calculate the average RGB value of the points in each segmented point cloud. Then, we calculate the MSE between these average RGB values and the RGB of the target object (in this case, $[0.7282,0.1558,0.2099]$ ), and if there is exactly one segmented point cloud with MSE smaller than 0.1 , the target object is said to be found.

Figure 5.7 shows a real-world manipulation result. The target object is occluded by the two objects, and the target object is found through three pushing actions. The found target object is not graspable at $t=3$, an additional pushing action is applied to make the target object graspable.

Failure cases. Table 5.2 shows the manipulation success rates in real-world experiments. A few failure failure cases occur, especially when the number of the surrounding objects increases. Most of the reasons for failure cases are (i) that there's no solution of rearranging the objects in our designed action space (see Chapter 5.4.4) and (ii) that incorrect 3D recognition causes erroneous updates of existence and graspability maps; for example, if the recognition model recognizes an object as inaccurately large, the existence map may be underestimated, i.e., it is decided that $f(x)=0$, but the target object can exist at $x \in \mathrm{SE}(2)$.


Search-for-grasp


Figure 5.9: Comparison of search-and-grasp and search-for-grasp methods to find the target object (yellow cylinder). This figure is a conceptual figure, not the result of implementing the methods.

### 5.6 Additional Experimental Results

### 5.6.1 3-Object Toy Experiment

In this experiment, we compare the performance of the two proposed methods, search-and-grasp and search-for-grasp, and especially highlight the advantages of the search-for-grasp method. Let consider a situation where a yellow cylindrical target object is fully occluded by two larger boxes as described in the left of Figure 5.9. The search-and-grasp method may successfully find the target object by rearranging the two boxes, but it does not guarantee the target object's graspability. As illustrated in the middle of Figure 5.9, the identified object may not have a collision-free robot trajectory for grasping in some cases. Consequently, additional actions would be necessary to manipulate the environment and make the target object graspable. On the other hand, in the case of the search-for-grasp method, the target object's graspability is taken into account in
the searching phase, so the two boxes are rearranged in a way that the target object becomes not only visible but also graspable as shown in the right of Figure 5.9. In summary, when the target object is occluded by multiple objects, the search-for-grasp method can be efficient in terms of the number of actions. To verify this, we design an additional simulation experiment named 3-object toy experiment as described below.

Object configuration. We have created 200 scenarios in the pybullet simulation environment with two large cylindrical objects and one small cylindrical target object. The radius and height of the target cylinder is fixed, and those of two large cylinders are randomly selected big enough to occlude the target.

Initial scene setting. The position of the camera center and the positions of three cylindrical objects are on a straight line in the $\mathrm{x}-\mathrm{y}$ plane so that the target object is occluded by the other two objects on the shelf. The position of the target object is fixed, while the $(x, y)$ coordinates of the other objects' positions are randomly selected on the straight line.

Target detection. Target detection method is the same with Chapter 5.5.1.
Figure 5.10 shows the mechanical search results by search-and-grasp and search-forgrasp. In this subsection, we only use recognition-based (i.e., R-search-and-grasp and R-search-for-grasp). The search-and-grasp method succeeds in finding the target object in two pick-and-place actions as desired, but when target object is found, it cannot be grasped due to collision with surrounding objects. So, this method makes the target object graspable by performing two additional actions as shown in the left of Figure 5.10. In the case of the search-for-grasp method, it also succeeds finding the target object in two pick-and-place actions, and at this time, the target object becomes graspable at the same time as shown in the right of Figure 5.10. This difference of the number of actions is due to the difference in whether the graspability of the found object is taken into account when searching for the object. Although the search-for-grasp method is slightly

Figure 5.10: Example trajectories of simulation manipulation for R-search-and-grasp (Left) and R-search-for-grasp
(Right). Each column shows the camera input and action selection at each time step. In the simulation, surrounding
objects are blue and the target object is red.

Table 5.3: Manipulation results for 3-object toy experiment.

| METHOD | Succ. | Find | Grasp |
| :---: | :---: | :---: | :---: |
| R-Search-and-Grasp | 0.985 | $\mathbf{2 . 0 6 5}$ | 2.919 |
| R-Search-for-Grasp | $\mathbf{0 . 9 9 5}$ | 2.255 | $\mathbf{2 . 4 9 7}$ |

more computationally expensive than the search-and-grasp method, the search-for-grasp method can be efficient in terms of number of actions in these situations.

In order to quantitatively verify this fact, we measure (i) the average grasp-success rate and the average number of actions to (ii) find and (iii) grasp the target object for the two methods, and the results are shown in Table 5.3. We note that the minimum number of actions required to find and grasp is 2 . The average number of actions to find is lower for search-and-grasp than for search-for-grasp since the search-and-grasp method only focuses on finding the target object. On the other hand, the average number of actions to grasp is lower for search-for-grasp than for search-and-grasp. Unlike the search-and-grasp methods, the search-for-grasp simultaneously search for a target object while increasing the probability of grasping the found target object. As a result, this fact has the effect of reducing the average number of actions. In conclusion, we verify that the search-for-grasp method can be more efficient than the search-and-grasp method in terms of the number of actions when the target object is occluded by multiple objects.

### 5.6.2 Mechanical Search via Only Pushing or Only Pick-and-place

This experiment evaluates the performance of two cases where only one action type (e.g., pick-and-place or pushing) is allowed, demonstrating that both motions are essential for mechanical search tasks on shelves. Instead of action sampler described in Appendix 5.4.4, if only push is allowed, the action is sampled only from $I_{p}$. If only
pick-and-place is allowed, the action is sampled only from $I_{g}$. We use recognition-based method in this experiment.

Object configuration. We have created 50 scenarios for each number of surrounding objects in $\{4,8\}$, so a total of 100 scenarios; for each scenario, a random selection (allowing duplicates) is made among the given objects.

Initial scene setting Initial scene setting is the same with Chapter 5.5.1.
Target detection. Target detection method is the same with Chapter 5.5.1.
Figure 5.11 shows the mechanical search results by our methods using only pick-and-place and only pushing. In the first example, using only pushing succeeds in finding and grasping the target object in one action as desired, but using only pick-and-place fails since there is no valid pick-and-place action. In the second example, using only pick-and-place succeeds in finding and grasping in one action, and using only pushing succeeds in finding the target object but there is no pushing action to move the blue cylinder to be removed since it becomes close to the wall of shelf. As such, there are cases where using only pick-and-place and only pushing show different trajectories.

To quantitatively investigate the roles of the pushing and pick-and-place, and the results are shown in Table 5.4. First, allowing only one type of action degrades the performance significantly as shown in the table. Specifically, using only pick-and-place highly degrades the performance of finding the target object compared to the case where both actions are used, and on the other hand, using only pushing highly degrades the performance of grasping the target object, even though the success rate in finding is higher than using only pick-and-place.

This result is because pick-and-place and pushing have different strengths and weaknesses. The pick-and-place is efficient in terms of the average number of actions because it can move the objects farther away, but the actions which can be performed are limited due to the fewer objects the robot can grasp in a cluttered scene. The pushing is
where only pick-and-place succeeds but only pushing fails. Figure 5.11: Example trajectories of simulation using only pick-and-place and only pushing. Each column shows
the camera input and action selection at each time step. In the simulation, surrounding objects are blue and the
target object is red. (Left) A scenario where only pick-and-place fails but only pushing succeeds. (Right) A scenario


Table 5.4: Simulation manipulation results for the one-type action experiments.
The number of objects

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| METHOD | ALLOWED ACTION |  | Find | Grasp | Find | Grasp |
| R-Search-and-Grasp | Both | Succ. | 0.96 | 0.84 | 0.98 | 0.56 |
|  |  | Steps | 1.562 | 2.065 | 2.102 | 3.73 |
|  | Pick-and-Place | Succ. | 0.76 | 0.64 | 0.6 | 0.5 |
|  |  | Steps | 1.5 | 1.656 | 2.167 | 2.96 |
|  | Push | Succ. | 0.92 | 0.58 | 0.82 | 0.58 |
|  |  | Steps | 2.196 | 3.793 | 3.073 | 4.828 |
| R-Search-for-Grasp | Both | Succ. | 1.0 | 0.88 | 0.98 | 0.6 |
|  |  | Steps | 1.74 | 2.543 | 1.653 | 3.846 |
|  | Pick-and-Place | Succ. | 0.76 | 0.66 | 0.64 | 0.46 |
|  |  | Steps | 1.395 | 1.667 | 1.938 | 3.043 |
|  | Push | Succ. | 0.9 | 0.58 | 0.78 | 0.6 |
|  |  | Steps | 2.444 | 3.483 | 3.667 | 4.733 |

better than pick-and-place for finding target objects because the robot can manipulate more objects than pick-and-place, but because the robot can't move the objects that far, it requires a higher number of actions because the can't move the objects that far. In summary, both pick-and-place and pushing are required to find the target and grasp the target object.

### 5.6.3 Mechanical Search with Box Target Object

This experiment evaluates the performance of our methods for mechanical search tasks with a box target object. In this case, the target pose space should be $\mathcal{X}=\mathrm{SE}(2)$, i.e. position $(x, y)$ of the target box on the shelf and its z -axis angle $\theta$ as orientation. We
only use recognition-based method in this experiment.
Object configuration. We have created 40 scenarios for each number of surrounding objects in $\{4,8\}$, so a total of 100 scenarios; for each scenario, a random selection (allowing duplicates) is made among the given objects. The target object is replaced with a box shape instead of a cylinder.

Initial scene setting Initial scene setting is the same with Chapter 5.5.1.
Target detection. Target detection method is the same with Chapter 5.5.1.
Figure 5.12 shows the mechanical search results by search-for-grasp on the task of the box target object. The search-and-grasp method succeeds in finding the target object in three pick-and-place actions and succeeds in grasping the target object in additional one pick-and-place action. Table 5.5 shows the performance of our methods with the box target object. Compared to the cylinder target object case, the grasp success rate is lower when the number of objects is 4 . This is because the approach direction of the grasping trajectory is limited to one in the case of the box as shown in the Figure C.5; we note that the cylinder can be grasped in any direction due to rotational symmetry. However, when the number of objects are large (i.e., the number of objects is 8 ), the box target object case shows similar performance to the cylinder target object case. This is because the advantage of having various grasping approach directions of cylinders is lost in highly cluttered environment. In summary, we conclude that our algorithm also works on the target pose space of $\mathrm{SE}(2)$ on the box target object experiment.

### 5.6.4 Ablation Study on Hyperparameter $\alpha$

This experiment evaluates the performance of our methods for mechanical search tasks concerning the hyperparameter $\alpha$. To comprehend the role of $\alpha$, we revisit the objective


Figure 5.12: An example trajectory of simulation manipulation for R -search-for-grasp for the box-shaped target object. Each column shows the camera input and action selection at each time step. In the simulation, surrounding objects are blue and the target object is red.

Table 5.5: Simulation manipulation results for the box target object
The number of objects


| METHOD |  | Find | Grasp | Find | Grasp |
| :---: | :---: | :---: | :---: | :---: | :---: |
| R-Search-and-Grasp | Succ. | 0.925 | 0.775 | 0.825 | 0.525 |
|  | Steps | 1.568 | 3.323 | 2.394 | 4.81 |
|  | Succ. | 0.95 | 0.7 | 0.85 | 0.6 |
|  | Steps | 1.652 | 3.286 | 2.412 | 5.167 |

function of our optimal control:

$$
\begin{equation*}
\min _{a_{1}, \ldots, a_{T}} \sum_{x \in \mathcal{X}} f_{T}(x)+\alpha f_{T}(x)\left(1-g_{T}(x)\right) . \tag{5.6.11}
\end{equation*}
$$

Figure 5.13 depicts a graph illustrating the find and grasp success rates of our R-Search-for-Grasp algorithm concerning different values of $\alpha$. Initially, discerning major trends proves challenging due to the interdependence between finding and grasping. Notably, the grasp success rate inherently relies on the find success rate, as successful grasps are a subset of successful finds. Moreover, candidate target poses where the existence function equals 1 (i.e., $f(x)=1$ ) often imply occlusion by other objects, resulting in the graspability function of 0 (i.e., $g(x)=0$ ) in most cases. Consequently, minimizing the second term in the objective function can somewhat aid in finding the target object and thereby may reduce the first term. As such, identifying significant trends becomes challenging. Nonetheless, the critical insight from this graph reveals that (i) excessively small $\alpha$ values lead to decreased success rates in grasping the target object, particularly evident when many objects are present on the shelf (i.e., 6 or 8 ), and (ii) higher $\alpha$ values indicate a certain level of algorithmic effectiveness.

### 5.7 Conclusion

We have proposed a general mechanical search and grasping framework on cluttered shelves and implemented practical algorithms, the search-and-grasp and search-for-grasp, by using the pre-trained 3D object recognition model. We use pushing and pick-andplace actions to rearrange the obstructing objects and to make the target object visible and graspable. Our method does not rely on specialized tools and is not restricted to the suction gripper as the previous studies, but rather uses the standard two-finger gripper and 6 -DoF grasping for pick-and-place actions. We have confirmed that our proposed


Figure 5.13: Find and grasp success rates of R-Search-for-Grasp according to $\alpha$.
method works well in both simulation and real-world shelf environments.
Limitations and Future Directions First, since our method considers single superquadric shaped objects, it is not trivial to apply it directly to more complex objects. One future direction to extend our method is to exploit the researches that attempt to represent the complex objects as multiple superquadrics [102, 64, 103, 105]. Even if each object is represented with several superquadrics, we can compute the existence function and the graspability function in the same manner. Second, our method highly depends on the 3 D recognition model, inaccurate recognition can cause several problems. There can be robot-object collisions because we check the collision between the robot action and recognized objects. Moreover, some inappropriate action decisions can be made due to erroneous existence map estimation. To overcome the limitation, additional information such as RGB images should be utilized to enhance the recognition performance [128, 157]. Lastly, since the graspability of the object is checked using only a limited number of grasping trajectories (see Appendix C.3), there can be cases
where it is determined that the object cannot be grasped even if there is a grasping trajectory. As a research direction to overcome this, the graspability can be checked with more diverse trajectories quickly using a network-based planner [158].

## 6

## Conclusion

### 6.1 Summary

This thesis has demonstrated that numerous challenges encountered in object manipulation can be effectively addressed using shape recognition methods. The crucial insight is that 3D reasoning of a scene from visual observations, particularly through 3D shape recognition using (deformable) superquadrics, significantly simplifies and enhances the handling of various challenging vision-based object manipulation problems. Building on this perspective, we have developed shape recognition-based object manipulation algorithms for grasping unknown objects, learning pushing dynamics models for tabletop object manipulation, and conducting mechanical searches in cluttered shelf environments. The main contributions of each chapter are summarized as follows.

## - DSQNet: Deformable Superquadric Network for Unknown Object Grasping

We have introduced a novel shape recognition-based grasping method that integrates a wider range of shape templates, specifically deformable superquadrics,
into a deep learning framework. This method is encapsulated in the Deformable SuperQuadric Network (DSQNet), proficient at recognizing complete object shape. In particular, we employ a supervised learning framework enabling DSQNet to generate these eight parameters and pose of the deformable superquadric, aligning it with the complete shape of the object, including occluded parts. We have discovered that these deformable superquadrics can represent a broad array of shapes using only eight continuous parameters. Additionally, we capitalize on the benefit of closed-form surface equations for the efficient computation of point-to-surface distances, which is essential for precise fitting. We also propose an algorithm that effectively and efficiently generates grasp poses using these deformable superquadric shapes. Our findings demonstrate that DSQNet surpasses existing shape recognition-based methods in terms of both speed and accuracy in object shape recognition. Furthermore, our method outperforms others in grasping success rates, owing to its precise shape recognition capabilities. Remarkably, our recognition-based approach achieves grasping success rates comparable to those of widely-used end-to-end methods, while it requires minimal training data and offers adaptability to various types of grippers.

## - SQPDNet: Superquadric Pushing Dynamics Model for Pushing Manipulation

We have extended the advantages of shape recognition to non-prehensile manipulation, with a particular emphasis on learning pushing dynamics models. A significant benefit of incorporating shape recognition in this domain is the natural ability to define an $\mathrm{SE}(2)$-equivariant pushing dynamics model. This insight has led us to develop a unique neural network architecture, the SuperQuadric Pushing Dynamics Network (SQPD-Net), which inherently embodies the equivariance property. A central idea of our model is to utilize explicit relationships between
the poses of objects and the pushing action. This methodology acknowledges the symmetry present in physical systems, greatly enhancing the model's ability to generalize. Our findings indicate that our shape recognition-based model outperforms existing vision-based pushing dynamics models, especially with the integration of $\mathrm{SE}(2)$-equivariance. The effectiveness of our model is further validated in its application to model-based optimal controls for various pushing manipulation tasks. This is corroborated by results from both simulations and real-world experiments, highlighting the practicality and efficiency of our approach.

## - Search-for-Grasp: Superquadric Recognition for Mechanical Search

Lastly, we address the practical yet challenging task of mechanical search on cluttered shelves using a shape recognition model. This task entails finding and grasping a specific target object, which is occluded by other objects and initially invisible by vision sensors, on a cluttered shelf. The geometric configuration of the shelf, permitting only frontal visual observations and restricting the manipulator's workspace, further compounds the task's complexity. To overcome this challenge, we have utilized the shape recognition models, particularly the superquadric recognition model. This model facilitates quick and efficient reasoning about the potential poses of the occluded target object by enabling rapid computations for various tasks such as depth image rendering and collision checking. Additionally, we have incorporated the shape recognition-based prehensile and non-prehensile manipulation techniques developed in earlier chapters. This integration allows the robot to effectively and safely find the target object. Our method's efficacy has been confirmed through both simulation and real-world experiments, proving its capability to successfully identify and grasp target objects using a standard twofinger robot gripper. Importantly, our approach demonstrates robustness even in
the presence of the typical noise in vision sensor data in real-world scenarios.

### 6.2 Future Work

There are several potential avenues for extending our current shape recognition-based prehensile and non-prehensile manipulation methods. While some of these extensions have been directly referenced in the preceding chapters, here we highlight key directions and open problems for future research that we believe warrant further investigation.

## - More accurate and effective recognition model for object manipulation

In this thesis, we propose object manipulation methods using superquadric-based (Chapters 4 and 5) and deformable superquadric-based (Chapter 3) shape recognition models. A natural question that arises is whether deformable superquadrics can adequately represent the diversity and complexity of many objects. Several studies have been conducted to recognize full 3D shapes from partial observations, such as depth images, using explicit object representations like occupancy grids [51], point clouds [52], or meshes [53]. Furthermore, recent works have explored learning implicit 3D representations of objects using neural implicit functions [55, 56, 57, 58]. While these representations could potentially replace deformable superquadrics (an interesting extension of our method), deformable superquadrics are still highly effective for object manipulation, not just recognition. For instance, they enable rapid generation of grasp poses, are efficient in computations related to various manipulations such as collision checking, and most importantly, provide interpretable information by abstracting objects into their basic parts. This capability makes them highly advantageous for the range of calculations required in various object manipulation.

One method to enhance the expressiveness of object shapes, while adhering to our core philosophy, is the incorporation of a more diverse set of shape primitives, particularly superquadrics. In our work, we primarily utilize superellipsoids (although superparaboloids are briefly discussed in Chapter 3.7), but there are other viable options, such as superparaboloids and supertoroids, as outlined in Chapter 2 . Specifically, superparaboloids are capable of expressing a variety of highly concave shapes, including dishes, bowls, and the heads of wine glasses. Supertoroids, on the other hand, can represent a wide range of shapes with cavities, ranging from tori to cylindrical shells. By employing an appropriate deformation model, it becomes possible to represent an even broader array of objects. The exploration of more diverse superquadric primitives as an extension of our work is an intriguing prospect for future research.

In addition to utilizing more diverse and expressive shape primitives, the performance of our recognition model could be significantly improved for a broader range of complex objects by incorporating publicly available, large-scale 3D datasets such as ShapeNet [92]. However, as outlined in Chapter 3, our current method relies on primitive-shaped part segmentation labels, which are challenging to obtain. Consequently, direct utilization of raw public datasets presents certain difficulties. Future work could explore developing a model that does not require part-segmentation supervision and is capable of fitting multiple shape primitives to given ground-truth object shapes. Recent research has made progress in representing objects as sets of superquadrics when their full shapes are available [102, 103, 104, 105]. In our scenario of vision-based object manipulation, which typically involves only partial observation of unknown objects, directly applying the aforementioned studies is not straightforward. The prospect of recognizing objects
as sets of deformable superquadrics, without relying on part segmentation labels and from only partial observations, presents a promising research direction.

## - Object manipulation methods considering physical object properties

While we currently propose vision-based object manipulation methods that do not take into account the physical properties of objects, in practice, considering these properties is crucial for successful manipulation. For instance, when generating grasp poses using only the recognized shape of an object (e.g., assuming a uniform mass distribution), there's a risk that the grasping point may be far from the object's center of mass. This is particularly evident in objects like hammers, mugs, or dumbbells, where ignoring the mass distribution can lead to unstable grasping. Similarly, in pushing manipulation, predicting dynamics becomes challenging when dealing with objects that have non-uniform mass distributions, as varying distributions result in different motions. Moreover, during pushing manipulation that involves interaction between objects, the absolute values of mass and friction coefficients significantly impact the motion of the objects. Understanding the physical properties of objects would allow us to (i) identify grasp poses that can support the object's weight, taking into account factors like density or the center of mass, and (ii) enhance the accuracy of dynamics models in learning object motions. However, estimating these physical properties using only a vision sensor remains a significantly challenging task.

To address this challenge, several studies have proposed methods to ascertain the physical properties of unknown objects through multi-step dynamic interactions. One approach involves learning abstract representations (or features) of physical


Figure 6.1: $\mathrm{SE}(2)$-equivariant pushing dynamics neural network architecture considering physical object properties for an $i$-th object.
object properties [126]. Utilizing data from vision sensors, this study employ a recurrent structure to accumulate information from multiple robot-object or objectobject interactions. This enables the model to more effectively infer and encode the objects' physical properties over time. By operating without an explicit physics model, the system is not only capable of exploring various types of interactions but also able to infer and separate physical properties from these interactions. Building on this concept, an interesting research direction is to develop a modified pushing dynamics model (SQPDNet) that incorporates physical properties, as illustrated in Figure 6.1. This new model processes input information about the poses and shapes of objects, along with physical property features $\mathbf{f}_{i}$ 's of each object. By suitably updating these features through multi-step interactions and appropriate recurrent structures, the model could be capable of considering diverse object mass distributions and accordingly predicting accurate motions of the objects. While these methods show effectiveness with only vision sensor data, a notable challenge lies in generalizing the physical property features learned from one task (e.g., pushing manipulation) to other tasks (such as grasping).


Figure 6.2: Recognized shapes via deformable superquadrics and their mass distributions.

Another approach involves the use of differentiable simulators to determine explicit physical properties of objects, including mass distribution and friction coefficient, as explored by [159]. Through multi-step dynamic interactions, they initially calculate the analytical gradient of the physical simulation error in relation to the mass and friction distributions, using a cuboid representation. The analytical gradients are then used to identify physical properties by analyzing videos of their sliding motions. Subsequently, the identified physical properties are applied to execute dynamic non-prehensile manipulations, such as sliding. Although this method allows the explicit physical properties to be directly utilized for various manipulation tasks, it currently operates under the assumption that the objects' shapes are known. To estimate the physical properties of completely unknown objects, shape recognition must be conducted in conjunction with the estimation process. In this context, our deformable superquadric-based DSQNet presents a promising opportunity. An interesting avenue for future research would be to develop a method that employs a set of deformable superquadrics to recognize object shapes and simultaneously estimate the mass density and friction coefficient of each superquadric through multi-step dynamic interactions, as shown in Figure 6.2.

## - Using multi-modal sensor beyond using only vision sensor

The vision sensor is a critical component for robots handling unknown objects. However, similar to how humans rely on multiple senses for complex, dexterous manipulation, robots may also require multi-modal sensors for more sophisticated and intricate tasks. Tactile sensors, for instance, can significantly aid in precise object grasping, especially when vision sensor data is noisy [78, 100]. They are particularly useful for accurately controlling the robot while handling of fragile items, such as eggs, or manipulating deformable objects, like dough and clothes [160, 161]. Moreover, most robotic arms are equipped with built-in force-torque sensors, or these can be mounted on their end-effectors. These sensors are beneficial for manipulating objects with diverse mass-inertia properties and are crucial for discovering the physical properties of objects through multistep interactions, as previously mentioned [159]. Force-torque sensors may enable robots to better adapt to new objects in dynamic manipulation tasks, such as sliding [162, 163] or tossing [164]. Additionally, some studies have incorporated audio data to further enhance a robot's perception in various tasks, including bin packing and water pouring [165]. Exploring the use of these multi-modal sensors in conjunction with the shape recognition-based object manipulation methods proposed in this thesis presents another exciting avenue for future research.

### 6.3 Concluding Remark

Robotic object manipulation methods are increasingly vital, especially in logistics and household settings. However, relying solely on vision sensor information to manipulate various unknown objects across diverse tasks often proves impractical due to numerous constraints. We assert that our contribution holds significance for practitioners by
presenting robust methods capable of overcoming these practical challenges. Our suite of shape recognition-based object manipulation methods outlined in this thesis provides potential methods to address a broader spectrum of unknown objects and manipulation tasks. Moreover, these methods enable for further advancements, enabling robots to undertake more dynamic manipulation tasks than previously feasible.


## Appendix: DSQNet

This section describes implementation details of our algorithm. We first describe the synthetic dataset used for training and evaluation of the recognition stage, followed by preprocessing of the point cloud, training the segmentation network and DSQNet, and hardware setup used for real-world grasping experiments.

## A. 1 Synthetic Data Generation

The recognition stage consists of the segmentation network and DSQNet. For training and evaluation purposes, we generate synthetic datasets as shown in Figure A. 1 (object dataset for the segmentation network and primitive dataset for DSQNet).

The synthetic objects are generated to match a variety of everyday objects. Inspired by YCB datasets [87], we define six primitive types: box (B), ellipsoid (E), cylinder (CY), cone (C), truncated cone (TC), and truncated torus (TT). From these six primitives we generate twelve object types: six single-primitive shapes, and six multi-primitive shapes (bottle, mug, dumbbell, hammer, padlock, and screwdriver). The primitives and
object types are shown in Figure A.1.
In detail, Figure A. 2 shows the synthetic dataset configurations, consisting of (i) primitive types with the shape parameters required to define the shape, and (ii) object types with the assembly configuration of the shape primitives to construct each object. For each type in the primitive dataset, we randomly sample 100 different tuples of shape parameters within a predefined range of values; the range of parameters are shown in Table A.1. In the case of object types (i.e., multi-primitive shapes), we similarly randomly sample 100 shape parameters of all used primitives that satisfy prescribed shape continuity conditions. The ranges of the shape parameters and the conditions for generating the objects are described in Table A.2.

After determining the synthetic object types, we construct the object dataset and primitive dataset used for training and evaluation. The object dataset contains a total of 1200 object shapes: 100 objects with different parameters for each object type. For each object, a partially observed point cloud with 1000 points is obtained from 16 different camera viewpoints. The segmentation label for each point is annotated according to the primitive to which the point belongs. The primitive dataset includes a total of 800 primitive shapes: 100 primitives with different parameters for each primitive type with the exception of the truncated torus (TT). We use a total of 300 primitives for TT, resulting in a total of 800 training primitives for the six object types. When trained with a total of 600 primitive shapes (i.e., 100 shapes are also used for TT), DSQNet always predicts values for the bending parameter $b$ that are close to zero (the lower bound for $b$ is set to 0.01 ). This finding can be explained with an imbalance in the training data, in which the objects representable by positive $b$ are relatively scarce compared to those representable by zero $b$. To address this training data imbalance, we use additional 200 primitives for TT. For each primitive, we obtain 16 paired data from different camera viewpoints: (i) a partially observed point cloud with 300 points, and (ii) the ground-truth


Figure A.1: Types of synthetic objects (primitive types and object types) and dataset generated from the synthetic objects (primitive dataset and object dataset).


Figure A.2: Synthetic dataset configurations: primitive types with shape parameters (upper row), and object types with assembly configuration of the shape primitives (lower row).

Table A.1: Range of parameter values for primitive dataset

| Primitives | Parameters |
| :---: | :---: |
| B | $w \in[0.02,0.3], d \in[0.02,0.3], h \in[0.02,0.3]$ |
| E | $a \in[0.03,0.07], b \in[0.03,0.07], c \in[0.03,0.07]$ |
| CY | $r \in[0.01,0.075], h \in[0.03,0.3]$ |
| C | $r \in[0.02,0.07], h \in[0.03,0.15]$ |
| TC | $R \in[0.02,0.1], r \in[0.02,0.8 R], h \in[0.02,0.3]$ |
| TT | $r \in[0.01,0.015], R \in[0.02,0.075], c \in\left[\frac{\pi}{3}, \frac{2 \pi}{3}\right]$ |

point cloud with 1500 points sampled uniformly from the ground-truth shape. Examples from the primitive dataset and object dataset are shown in Figure A.1.

We exclude data whose partially observed point cloud consists of a single plane, since the lack of three-dimensional information makes full shape estimation difficult. Consequently the primitive dataset and the object dataset respectively contain a total of 11,998 and 17,136 items, with each dataset divided into $90 \% / 10 \%$ train and test sets.

To bridge the gap between the synthetic data and real-world vision sensor data, noise is added to each sample point $\mathbf{x}$ of the partially observed point cloud according to $\mathbf{x} \mapsto \mathbf{x}+m \mathbf{v}$, where $\mathbf{v}$ is uniformly sampled on the unit sphere and $m$ is sampled from a zero-mean Gaussian distribution with standard deviation 0.001.

## A. 2 Training Segmentation Network and DSQNet

For the segmentation network, we use the same architecture and loss function used in [72] for DGCNN. Since the main purpose is to separate the point cloud, the network should learn permutation-invariant segmentation labels, so the loss function should be invariant to prediction permutations. To achieve this, we first find a bipartite matching

Table A.2: Range of parameter values for object dataset

| Objects | Prim. | Parameters |
| :---: | :---: | :---: |
| Bottle | CY1 | $r_{1} \in[0.02,0.07], h_{1} \in[0.06,0.15]$ |
|  | TC | $\begin{gathered} R=r_{1}, r \in[0.01,0.04], \\ h \in[0.02,0.1] \end{gathered}$ |
|  | CY2 | $r_{2} \in[r, 0.02], h_{2} \in[0.01,0.04]$ |
| Hammer | CY1 | $r_{1} \in[0.025,0.06], h_{1} \in[0.09,0.2]$ |
|  | CY2 | $r_{2} \in[0.012,0.02], h_{2} \in[0.05,0.3]$ |
| Mug | CY | $r \in[0.03,0.06], h \in[0.08,0.15]$ |
|  | TT | $\begin{gathered} r \in[0.003,0.01], R \in[0.03,0.05], \\ c \in[1.27,2.09] \end{gathered}$ |
| Dumbbell | CY1 | $r_{1} \in[0.02,0.04], h_{1} \in[0.02,0.05]$ |
|  | CY2 | $r_{2} \in[0.012,0.018], h_{2} \in[0.09,0.11]$ |
|  | CY3 | $r_{3}=r_{1}, h_{3}=h_{1}$ |
| Padlock | B | $\begin{gathered} w \in[0.015,0.03], d \in[0.03,0.045] \\ h \in[0.04,0.06] \end{gathered}$ |
|  | TT | $\begin{gathered} r \in[0.003,0.005], R \in[0.01,0.02], \\ c \in[1.37,1.77] \end{gathered}$ |
| Screwdriver | CY1 | $r_{1} \in[0.0025,0.004], h_{1} \in[0.08,0.12]$ |
|  | CY2 | $r_{2} \in[0.01,0.02], h_{2} \in[0.06,0.1]$ |



Figure A.3: Three predictions of segmentation labels, ground-truth labels, and the bipartite matching between prediction and ground-truth labels.
between ground-truth and prediction segmentation labels using the Hungarian matching algorithm [166], and then compute the usual segmentation loss between the matched labels. This makes the loss function permutation-invariant, and ensures that the network can properly separate the point cloud.

Figure A. 3 provides a more conceptual explanation of the paragraph. Each color indicates the segmentation label; for example, the ground-truth labels consist of labels $\{0,1,2\}$. As shown in the figure, the partially observed point cloud is segmented in three prediction ways (P1, P2, P3), all of which are the desired results for the segmentation network of our framework. P1's segmentation labels exactly match the groundtruth labels. The labels for P2 and P3 do not exactly match the ground-truth labels, but they still are the right solution. To learn permutation-invariant segmentation labels in this way, a loss function that is permutation-invariant to the prediction must be used. For P2 and P3, there exists a bipartite matching between prediction and ground-truth
labels as shown in the lower part of Figure R1. As such, by first finding such a bipartite matching (this is called Hungarian matching), and calculating the segmentation loss between the matched labels, a permutation-invariant loss can be achieved.

We train the segmentation network and DSQNet with the object dataset and primitive dataset, respectively. We train the segmentation network with point clouds consisting of 1000 data points, and DSQNet with point clouds consisting of 300 data points. During inference, point clouds are preprocessed to match these numbers; a detailed description of these methods are provided in the next section. To optimize both networks, we use ADAM [167] with a learning rate of 0.001 and batch size of 16 . DSQNet and the segmentation network are trained up to 3 M and 1.3 M iterations, which take approximately 46.5 hours and 41 hours on RTX3090, respectively.

# Appendix: SQPDNet 

## B. 1 Details for SE(2)-Equivariant Dynamics Model

## B.1.1 Pose Decomposition

In the manuscript, we introduce an object pose decomposition method that decomposes an object pose $\mathbf{T} \in \mathrm{SE}(3)$ to a projected pose to the table denoted by $\mathbf{C} \in \mathrm{SE}(3)$ and the remaining rigid-body transformation $\mathbf{U} \in \mathrm{SE}(3)$ such that $\mathbf{T}=\mathbf{C U}$ as shown in the left of Figure B.1.

To achieve this, we first calculate the projection matrix $\mathbf{U}^{-1}$ as shown in the right of Figure B.1. The projection matrix is decomposed as $\mathbf{M}_{1} \mathbf{M}_{2}$, where $\mathrm{M}_{1} \in \mathrm{SE}(3)$ is the rotation matrix that aligns the z -axis of the object pose with the z -axis of the base frame and $\mathrm{M}_{2} \in \mathrm{SE}(3)$ is the translation matrix that projects the z -axis-aligned frame to the table surface. If $\mathbf{M}_{1} \mathbf{M}_{2}$ is calculated, we can obtain $\mathbf{U}=\left(\mathbf{M}_{1} \mathbf{M}_{2}\right)^{-1}$ and $\mathbf{C}=\mathbf{T M}_{1} \mathbf{M}_{2}$ accordingly.

To calculate $\mathbf{M}_{1}$, we follow the following steps. The vector $\mathbf{z}$ and $\mathbf{z}_{0}$ is the $\mathbf{z}$-axis
vector of the base frame $\mathbf{T}_{0}$ and object frame $\mathbf{T}$ expressed in the base frame $\mathbf{T}_{0}$ (e.g., $\left.\mathbf{z}_{\mathbf{0}}=(0,0,1)^{T}\right)$. First, we calculate the inner product and cross product between $\mathbf{z}$ and $\mathrm{z}_{0}$ to obtain the following results:

$$
\cos \phi=\mathbf{z} \cdot \mathbf{z}_{0}, \quad \sin \phi=\left\|\mathbf{z} \times \mathbf{z}_{0}\right\|, \quad \mathbf{w}=\frac{\mathbf{z} \times \mathbf{z}_{0}}{\left\|\mathbf{z} \times \mathbf{z}_{0}\right\|},
$$

where $\mathbf{w}$ is the rotation axis expressed in $\mathbf{T}_{0}$ and $\phi$ is the rotation angle; $\phi$ can be obtained by $\phi=\operatorname{atan} 2(\sin \phi, \cos \phi)$. Then the matrix $\mathbf{M}_{1}$ is of the form

$$
\mathbf{M}_{1}=\left[\begin{array}{cc}
\exp \left(\left[\mathbf{R}^{-1} \mathbf{w}\right] \phi\right) & 0  \tag{B.1.1}\\
0 & 1
\end{array}\right]
$$

where $\mathbf{R} \in \mathrm{SO}(3)$ is the rotation matrix part of $\mathbf{T}$, the bracket $[\cdot]: \mathbb{R}^{3} \rightarrow \mathrm{so}(3)$ is the skew-symmetric operation, and exp : so $(3) \rightarrow \mathrm{SO}(3)$ is the exponential map from rotation vector so(3) to rotation matrix $\mathrm{SO}(3)$. In other words, $\mathbf{M}_{1}$ rotates the frame $\mathbf{T}$ by $\phi$ with the rotation axis $\mathbf{R}^{-1} \mathbf{w}$ which is the axis of the rotation expressed in $\mathbf{T}$. The matrix $\mathbf{M}_{2}$ is simply of the form

$$
\mathbf{M}_{2}=\left[\begin{array}{cc}
\mathbf{I}_{3} & \mathbf{t}_{\mathbf{z}}  \tag{B.1.2}\\
0 & 1
\end{array}\right]
$$

where $\mathbf{t}_{\mathbf{z}}=\left(0,0,-t_{z}\right) \in \mathbb{R}^{3}$. We note that (i) $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ are uniquely defined for given $\mathbf{T}$, (ii) the projected transformation matrix $\mathbf{C}=\mathbf{T} \mathbf{M}_{1} \mathbf{M}_{2}$ is of the form

$$
\mathbf{C}=\left[\begin{array}{cc}
\boldsymbol{\operatorname { R o t }}(\hat{\mathbf{z}}, \theta) & \mathbf{t}_{\mathrm{xy}}  \tag{B.1.3}\\
0 & 1
\end{array}\right]
$$

where $\operatorname{Rot}(\hat{\mathbf{z}}, \theta) \in \mathrm{SO}(3)$ is a $3 \times 3$ rotation matrix for rotations around $z$-axis and $\mathbf{t}_{\mathrm{xy}}=\left(t_{x}, t_{y}, 0\right) \in \mathbb{R}^{3}$, and (iii) given a new object frame $\mathbf{T}^{\prime}=\mathbf{C}_{a} \mathbf{T}\left(\mathbf{C}_{a}\right.$ has the form of Equation (B.1.3)) and $\mathbf{T}=\mathbf{C U}$, the frame is uniquely expressed by $\mathbf{T}^{\prime}=\mathbf{C}^{\prime} \mathbf{U}$ where $\mathbf{C}^{\prime}=\mathbf{C}_{a} \mathbf{C}$.


Figure B.1: Object Pose Decomposition.

## B.1.2 Proof for Equivariance

Proposition B.1. A pushing dynamics model $f=\left\{f_{i}\right\}_{i=1}^{N}$ proposed in Section 2 is $\mathrm{SE}(2)$-equivariant, i.e., given the inputs and outputs

$$
\begin{equation*}
\left\{\mathbf{T}_{i}^{\prime}\right\}_{i=1}^{N}=f\left(\left\{\left(\mathbf{T}_{i}, \mathbf{q}_{i}\right)\right\}_{i=1}^{N},(\mathbf{p}, \mathbf{v})\right), \tag{B.1.4}
\end{equation*}
$$

and for all rigid-body transformations that have the following form

$$
\mathbf{C}=\left[\begin{array}{cc}
\boldsymbol{\operatorname { R o t }}(\hat{\mathbf{z}}, \theta) & \mathbf{t}_{\mathrm{xy}}  \tag{B.1.5}\\
0 & 1
\end{array}\right]
$$

where $\operatorname{Rot}(\hat{\mathbf{z}}, \theta)$ is a $3 \times 3$ rotation matrix for rotations around $z$-axis and $\mathbf{t}_{\mathbf{x y}}=$ $\left(t_{x}, t_{y}, 0\right) \in \mathbb{R}^{3}$, the model satisfies

$$
\begin{equation*}
\left\{\mathbf{C T}_{i}^{\prime}\right\}_{i=1}^{N}=f\left(\left\{\left(\mathbf{C T}_{i}, \mathbf{q}_{i}\right)\right\}_{i=1}^{N},\left(\boldsymbol{\operatorname { R o t }}(\hat{\mathbf{z}}, \theta) \mathbf{p}+\mathbf{t}_{\mathbf{x y}}, \boldsymbol{\operatorname { R o t }}(\hat{\mathbf{z}}, \theta) \mathbf{v}\right)\right) \tag{B.1.6}
\end{equation*}
$$

Proof. It is enough to show that one element $f_{i}$ is $\mathrm{SE}(2)$-equivariant.
Since $\mathbf{C T}_{i}^{\prime}=\left(\mathbf{C T}_{i}\right) \delta \mathbf{T}_{i}$, the claim that " $f_{i}$ is $\mathrm{SE}(2)$-equivariant" is equivalent to the claim that " $\delta \mathbf{T}_{i}$ is invariant to the arbitrary transformation $\mathbf{C}$ ". This claim suffices to show that the network inputs are invariant to the transformation $\mathbf{C}$. Below is a description of whether each input is invariant. We note that when $\mathbf{T}_{i}$ is decomposed to
$\mathbf{T}_{i}=\mathbf{C}_{i} \mathbf{U}_{i}$, the frame $\mathbf{C} \mathbf{T}_{i}$ is also decomposed to $\mathbf{C} \mathbf{T}_{i}=\left(\mathbf{C C}_{i}\right) \mathbf{U}_{i}$ from the property (iii) above.

Action. Through a series of calculations, we below confirm that the term for the action is invariant.

$$
\begin{aligned}
& \left(\mathbf{C C}_{i}\right)^{-1}\left(\boldsymbol{\operatorname { R o t }}(\hat{\mathbf{z}}, \theta) \mathbf{p}+\mathbf{t}_{\mathbf{x y}}, \boldsymbol{\operatorname { R o t }}(\hat{\mathbf{z}}, \theta) \mathbf{v}\right) \\
& =\mathbf{C}_{i}^{-1} \mathbf{C}^{-1}\left(\boldsymbol{\operatorname { R o t }}(\hat{\mathbf{z}}, \theta) \mathbf{p}+\mathbf{t}_{\mathbf{x y}}, \operatorname{Rot}(\hat{\mathbf{z}}, \theta) \mathbf{v}\right) \\
& =\ldots \\
& =\mathbf{C}_{i}^{-1}(\mathbf{p}, \mathbf{v})
\end{aligned}
$$

Ego. The frames $\mathbf{U}_{i}$ are invariant.
Scene. Since $\left(\mathbf{C C}_{i}\right)^{-1}\left(\mathbf{C T}_{j}\right)=\mathbf{C}_{i}^{-1} \mathbf{T}_{j}$ for $j=1, \ldots, N, j \neq i$, the terms for the surrounding objects are also invariant.

In conclusion, $\delta \mathbf{T}_{i}$ is invariant to the arbitrary transformation $\mathbf{C}$, so $f_{i}$ is $\mathrm{SE}(2)$ equivariant. Therefore, the pushing dynamics model $f=\left\{f_{i}\right\}_{i=1}^{N}$ described in Section 2 is $\mathrm{SE}(2)$-equivariant.

## B. 2 Details for Object Shape and Pose Recognition

The goal of the object shape and pose recognition is to design an algorithm that takes a partial point cloud of the objects in the scene $\mathcal{P} \subset \mathbb{R}^{3}$, observed from a (synthetic or real-world) depth camera, as input and outputs the superquadrics $\left\{\mathbf{q}_{i}, \mathbf{T}_{i}\right\}_{i=1}^{N}$, where $\mathbf{q}_{i}$ is the shape parameter, $\mathbf{T}_{i} \in \mathrm{SE}(3)$ is the pose, and $N$ is the number of the objects. We note that a noise is added to each point $\mathbf{x} \in \mathcal{P}$ - in detail, $\mathbf{x} \mapsto \mathbf{x}+m \mathbf{v}$ where $\mathbf{v}$ is uniformly sampled on $\mathbb{S}^{2}$ and $m$ is sampled from a Gaussian with zero-mean and standard deviation 0.001 - to bridge the sim-to-real gap on vision sensor data as described in $[124,125]$. To achieve this goal to design the algorithm, we first segment a partially
observed point cloud $\mathcal{P}$ into a set of object point clouds $\left\{\mathcal{P}_{i}\right\}_{i=1}^{N}$, then convert them into superquadric representations $\mathbf{q}_{i}$ and $\mathbf{T}_{i}$.

From the raw vision sensor data $\mathcal{P} \subset \mathbb{R}^{3}$, the table points are discarded through plane fitting and then up/down-sampled to 2048 points. In the other words, the partially observed point cloud $\mathcal{P}$ is processed to $\mathcal{P}=\left\{\mathbf{x}_{j} \in \mathbb{R}^{3}\right\}_{j=1}^{n}$, where $n=2048$.

Point cloud segmentation. We use the same architecture and loss function used in [72]. Since our purpose is just to separate the point cloud, the network should learn permutation-invariant segmentation labels, so the loss function should be invariant by a permutation of prediction. To achieve this, we first find a bipartite matching between ground-truth and prediction segmentation labels using the Hungarian algorithm [166], then compute the usual segmentation loss between the matched labels. This makes the loss function permutation-invariant, and guarantees that the network can separate the point cloud properly. The trained segmentation network separates the point cloud $\mathcal{P}$ into several object point clouds $\left\{\mathcal{P}_{i}\right\}_{i=1}^{N}$.

Superquadric recognition. Our remaining goal is to convert each segmented point cloud $\mathcal{P}_{i}$ to superquadric representation $\mathbf{q}_{i}$ and $\mathbf{T}_{i}$. We first construct the input representation using not only the segmented point cloud $\mathcal{P}_{i}$ but also surrounding point cloud $\mathcal{P}_{1}, \cdots, \mathcal{P}_{i-1}, \mathcal{P}_{i+1}, \cdots, \mathcal{P}_{N}$. In detail, we concatenate 1 after each segmented point $\mathbf{x}_{j} \in \mathcal{P}_{i}$ (i.e., $\mathbf{x}_{j}=(x, y, z) \mapsto(x, y, z, 1)$ ), and 0 after each surrounding point $\mathbf{x}_{j} \in \mathcal{P} \backslash \mathcal{P}_{i}$. We denote this newly created 4-dimensional point from a point $\mathbf{x}_{j} \in \mathbb{R}^{3}$ as $\mathbf{x}_{s, j} \in \mathbb{R}^{4}$, and denote the set of all these points as $\mathcal{P}_{s, i}=\left\{\mathbf{x}_{s, j} \in \mathbb{R}^{4}\right\}_{j=1}^{n}$; the set $\mathcal{P}_{s, i}$ still has $n$ points.

Then, inspired from [64], we design a neural network that takes the point cloud $\mathcal{P}_{s, i}=\left\{\mathbf{x}_{s, j} \in \mathbf{R}^{4}\right\}_{j=1}^{n}$ as input and outputs the superquadric parameter $\mathbf{q}_{i}$ and its pose $\mathbf{T}_{i}$ that best represents the full object shape as shown in Figure B.2. The network consists of (i) the EdgeConv layers [72] with latent space dimension (64, 64,


Figure B.2: Superquadric Recognition network. The red dots are the points with label 1 and the black dots are the points with label 0 in the partially observed point cloud.

128,256 ) and max pooling operator to produce a global feature vector from $\mathcal{P}_{s, i}$ in a permutation-invariant manner and (ii) four fully-connected layers (MLP) with latent space dimension $(512,256)$ (with LeakyRelu nonlinearities) to obtain the superquadric parameter $\left\{a_{1}, a_{2}, a_{3}, e_{1}, e_{2}\right\}$ and the pose $\mathbf{T}=[\mathbf{R} ; \mathbf{t}]$ from the extracted global feature. Especially, each MLP outputs (i) translation vector $\mathbf{t} \in \mathbb{R}^{3}$, (ii) quaternion vector $\mathbf{r} \in \mathbb{S}^{3}$ representing the rotation matrix $\mathbf{R} \in \mathrm{SO}(3)$, (iii) size parameters $\mathbf{a}=\left(a_{1}, a_{2}, a_{3}\right) \in \mathbb{R}^{3}$, and (iv) shape parameters $\mathbf{e}=\left(e_{1}, e_{2}\right) \in \mathbb{R}^{2}$; the values $e_{1}$ and $e_{2}$ are bounded in $[0.2,1.7]$ since the superquadric equation diverges when $e_{1}$ and $e_{2}$ goes to zero and shows too complex shapes when $e_{1}$ and $e_{2}$ become large.

For the predicted superquadric to fit well with the ground-truth shape, the loss function should also be designed to be the difference between the prediction and the groundtruth object shapes. For ground-truth shape, we uniformly sample the points from the surface of the object by $\mathcal{P}_{g, i}=\left\{\mathbf{x}_{g, j} \in \mathbb{R}^{3}\right\}_{j=1}^{n_{g}}$, where $n_{g}=512$, and we call $\mathcal{P}_{g, i}$ the ground-truth point cloud of the $i$ 'the object. Then we use the distances from the
ground-truth point cloud to the predicted superquadric as the loss function. The distance form is from [84] which is defined as follows. Only in this Appendix C.1, the notation for $S$ is abused as follows:

$$
\begin{equation*}
S(x, y, z)=\left(\left|\frac{x}{a_{1}}\right|^{\frac{2}{e_{2}}}+\left|\frac{y}{a_{2}}\right|^{\frac{2}{e_{2}}}\right)^{\frac{e_{2}}{e_{1}}}+\left|\frac{z}{a_{3}}\right|^{\frac{2}{e_{1}}}, \tag{B.2.7}
\end{equation*}
$$

Then, the distance $\delta$ between a point $\mathbf{x}_{0} \in \mathbb{R}^{3}$ and a superquadric surface $S(\mathbf{x})-1=0$ is

$$
\begin{equation*}
\delta\left(\mathbf{x}_{0}, S\right)=\left\|\mathbf{x}_{0}\right\|\left|1-S^{-\frac{e_{1}}{2}}\left(\mathbf{x}_{0}\right)\right| \tag{B.2.8}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean norm. Accordingly, the loss function is defined as:

$$
\begin{equation*}
\mathcal{L}=\frac{1}{n_{g}} \sum_{j=1}^{n_{g}} \delta^{2}\left(\mathbf{T}^{-1} \mathbf{x}_{g, j}, S\right) \tag{B.2.9}
\end{equation*}
$$

where $S$ is defined by the superquadric parameters $\left\{a_{1}, a_{2}, a_{3}, e_{1}, e_{2}\right\}$ and $\mathbf{T}$ is its pose.

## B. 3 Details for SQPD-Net

SuperQuadric Pushing Dynamics Network (SQPD-Net) has the structure of SE(2) equivariant pushing dynamics model described in Section 2. The detail of the network architecture is shown in Figure B.3. The input dimensions are as follows: (i) the planar pushing action $\mathbf{C}_{i}^{-1}(\mathbf{p}, \mathbf{v})$ is represented by a 5-dimensional vector where the start point is $\mathbf{p} \in \mathbb{R}^{3}$ and the direction $\mathbf{v}$ is represented by $(\cos \theta, \sin \theta) \in \mathbb{R}^{2}$ where $\theta$ is the pushing direction in the x-y plane, (ii) the $i$ 'the object $\left(\mathbf{U}_{i}, \mathbf{q}_{i}\right)$ is a 12-dimensional vector where $\mathbf{U}_{i} \in \mathrm{SE}(3)$ is expressed by 7-dimensional (3-dimensional translation and 4dimensional rotation quaternion) and $\mathbf{q}_{i} \in \mathbb{R}^{5}$, and (iii) the surrounding objects $\mathbf{C}_{i}^{-1} \mathbf{T}_{j}$ for $j=1, \ldots, N, j \neq i$ is also 12 -dimensional similar to (ii).

Action encoder, ego encoder, and scene encoder consist of the shallow MLP layers with latent space dimension $(64,128)$ and output feature dimension 256 ; for scene


Figure B.3: Detail network architecture of SQPD-Net.
encoder, an additional MLP layer with latent dimension $(256,256)$ is also included. After the three feature vectors are obtained from the inputs, they are concatenated and a 768-dimensional global feature is obtained. The global feature then passes through the last MLP layers with size $(256,256,128,128,64,64)$ to produce the motion $\delta \mathbf{T}_{i}=\left[\delta \mathbf{R}_{i} ; \delta \mathbf{t}_{i}\right]$, consists of the translate motion vector $\delta \mathbf{t}_{i}$ and rotation motion vector $\delta \mathbf{R}_{i}$ expressed in quaternion. In this work, we consider the planar pushing motions of the objects, so the predicted motion $\delta \mathbf{T}_{i}$ is of the form Equation (B.1.3). We note that all MLPs are followed by LeakyRelu nonlinearities.

Distance measure on $\mathrm{SO}(3)$. The general distance measure is the Frobenius norm of the difference of two rotation matrices as follows:

$$
\begin{equation*}
d_{\mathrm{SO}(3)}\left(\mathbf{R}_{1}, \mathbf{R}_{2}\right)=\left\|\mathbf{R}_{1}-\mathbf{R}_{2}\right\|_{F} \tag{B.3.10}
\end{equation*}
$$

where $\mathbf{R}_{1}, \mathbf{R}_{2} \in \mathrm{SO}(3)$ are the rotation matrices. We can use this distance measure for training, but we only consider planar pushing motions of the objects in this paper, we use simpler distance metric as follows:

$$
\begin{equation*}
d_{\mathrm{SO}(3)}\left(\mathbf{R}_{1}, \mathbf{R}_{2}\right)=1-\cos \left(\theta_{1}-\theta_{2}\right), \tag{B.3.11}
\end{equation*}
$$

where $\theta_{1}$ and $\theta_{2}$ are the rotation angle of $\mathbf{R}_{1}$ and $\mathbf{R}_{2}$, when the rotation matrices are represented as $\mathbf{R}_{i}=\boldsymbol{\operatorname { R o t }}\left(\hat{\mathbf{z}}, \theta_{i}\right)$

## B. 4 Details for Pushing Manipulation

We use the sampling-based MPCs [97]. At each timestep $t$, when the observation $\mathbf{o}_{t}$ (for our case, the partially observed point cloud $\mathcal{P}_{t}$ ) is obtained, the shape recognition is performed and obtain the shape parameters $\mathbf{q}_{t, i}$ and poses $\mathbf{T}_{t, i}$. We denote by $\mathbf{s}_{t}=\left\{\left(\mathbf{T}_{t, i}, \mathbf{q}_{t, i}\right)\right\}_{i=1}^{N}$. From the recognized objects $\mathbf{s}_{t}$, we sample 100 action sequences; the time horizon of each sequence is one for moving and singulation tasks and three for grasping tasks. Then, using our trained SQPD-Net, we compute the next objects' poses (i.e., $\mathbf{s}_{t+1}=f\left(\mathbf{s}_{t}, \mathbf{a}_{t}\right)$ ) and accordingly compute cost functions using $\mathbf{s}_{t+1}$ for all sampled actions. Then we find an optimal action that best minimizes the cost function. The action sequences are resampled and the optimal action is chosen every timestep $t$.

## B. 5 Details for Grasping Cost Function

This subsection includes the details for the calculation of the grasping cost function.
Candidate grasp poses. When a superquadric representation of the target object is obtained from the shape and pose recognition, we generate candidate grasp poses. Grasp poses can be generated in a general superquadric through sampling-based methods [64]; in this work, we use a simple rule-based method for grasp pose generation. We generate top-down and side grasp poses (with 4 directions) according to the shape of the superquadric. At this time, the two gripper fingers should be on the antipodal points on the object. For each approaching direction, 6 grasp poses are generated (maximum 30 grasp poses). Grasp poses with a distance between the antipodal points greater than 7 cm


Figure B.4: Candidate grasp poses for various recognized superquadric shapes.
are removed from the candidates (the maximum gripper width of the Franka gripper is $8 \mathrm{~cm})$. The grasp poses generated from various object shapes are shown in Figure B.4.

Gripper collision detection. After generating candidate grasp poses, we check the collisions with the environment and the other recognized objects. The collision detection has to be computed thousands of times to calculate the cost in one step of samplingbased MPC (exactly, it is the product of the number of sampled actions and the number of grasp poses generated above), so it is difficult to use the traditional collision checking algorithm between meshes. Instead, we introduce an efficient method that utilizes the advantage of shape recognition through an implicit function. We first sample the points on the gripper mesh in the maximum open state as shown in Figure B.5; the sampled points are denoted by $\mathcal{P}_{g r}=\left\{\mathbf{x}_{g r, j} \in \mathbf{R}^{3}\right\}_{j=1}^{n_{g r}}$, where $n_{g r}=512$. For an implicit object representation $S(\mathbf{x})=0$, we note that a point $\mathbf{x}_{0} \in \mathbb{R}^{3}$ is inside the object when $S\left(\mathbf{x}_{0}\right)$ is less than 0 and outside when $S\left(\mathbf{x}_{0}\right)$ is greater than 0 . We use this fact to determine whether the gripper collides with the objects or tables or not: when the value

$$
\begin{equation*}
\min _{j} S\left(\mathbf{T}_{g r}^{-1} \mathbf{x}_{g r, j}\right) \tag{B.5.12}
\end{equation*}
$$

where $\mathbf{T}_{g r}$ is the pose of the gripper, is less than 0 , then the gripper collides with the


Gripper mesh


Gripper point cloud


Gripper \& camera point cloud

Figure B.5: Gripper mesh, sampled gripper point cloud from the mesh, and point cloud with the camera's point cloud.
object. Through this, collisions can be checked quickly and efficiently.
In real-world pushing manipulation experiments, the gripper is equipped with an Azure Kinect camera. To account for this, we also sample and use the camera point cloud to check the collision, as shown in the right of Figure B.5. In this case, 1024 points are sampled (i.e., $n_{g r}=1024$ ) on both the gripper and the camera.

Grasping criteria. Let the recognized shapes' implicit representations be $S_{1}(\mathbf{x})=$ $0, S_{2}(\mathbf{x})=0, \cdots, S_{N}(\mathbf{x})=0$, and additionally, the table's implicit representation be $S_{N+1}(\mathbf{x})=0$ (the box-shaped table can also be represented by superquadric equation). Let $\mathbf{T}_{g r, 1}, \cdots, \mathbf{T}_{g r, N_{c}} \in \mathrm{SE}(3)$ be the candidate grasp poses. Then the terminal cost is defined by:

$$
\begin{equation*}
q\left(\mathbf{s}_{T+1}\right)=1-\max _{k}\left[\mathbb{1}\left(\min _{i, j} S_{i}\left(\mathbf{T}_{g r, k}^{-1} \mathbf{x}_{g r, j}\right)>0\right) \circ \mathbb{1}\left(\mathbf{T}_{g r, k} \text { is kinematically feasible }\right)\right], \tag{B.5.13}
\end{equation*}
$$

where $i=1, \cdots, N+1$ is the object index, $j=1, \cdots, n_{g r}$ is the gripper point cloud index, $k=1, \cdots, N_{c}$ is the candidate grasp pose index, the indicator function $\mathbb{1}(\cdot)$ is $N_{c}$-dimensional vector, and $\circ$ is the element-wise multiplication. The terminal cost
is 0 if at least one kinematically feasible and collision-free grasp pose exists and 1 otherwise. When the terminal cost achieves 0 , grasping proceeds by selecting one of the grasp poses that satisfy both conditions, i.e., $\mathbf{T}_{g r, k}$ such that

$$
\begin{equation*}
\min _{i, j} S_{i}\left(\mathbf{T}_{g r, k}^{-1} \mathbf{x}_{g r, j}\right)>0 \text { and } \mathbf{T}_{g r, k} \text { is kinematically feasible. } \tag{B.5.14}
\end{equation*}
$$

## Appendix: Search-for-Grasp

## C. 1 Details for Object Shape Recognition

The object shape recognition is an algorithm that takes a partial observation from a (synthetic or real-world) RGB-D camera as input and outputs the 3D shapes of the objects in the scene. Especially, the input is a partial point cloud of the scene obtained from a depth camera $\mathcal{P} \subset \mathbb{R}^{3}$ (the RGB image is only used to check whether the target object is detected or not) and output is the superquadric representations $\left\{\mathbf{q}_{i}, \mathbf{T}_{i}\right\}_{i=1}^{N}$, where $\mathbf{q}_{i}$ is the shape parameter, $\mathbf{T}_{i} \in \mathrm{SE}(3)$ is the pose, and $N$ is the number of the objects. To design a model that performs this task, we use the same method as in the previous work [65]. We first segment a partially observed point cloud $\mathcal{P}$ into a set of object point clouds $\left\{\mathcal{P}_{i}\right\}_{i=1}^{N}$ and then convert each segmented point cloud $\mathcal{P}_{i}$ to superquadric representation $\left(\mathbf{q}_{i}, \mathbf{T}_{i}\right)$. The segmentation and superquadric recognition processes are based on neural network models. Each model is trained from synthetic dataset obtained through simulation environment, and the trained models are directly applied to both the simulation environment and the real-world environment. The overall


Figure C.1: Overall process for object shape recognition.
object shape recognition process is described in Figure C.1.
Point cloud processing. For a partially observed point cloud $\mathcal{P}$ obtained from simulation environment, to bridge the sim-to-real gap, a noise is added to each point of the point cloud $\mathbf{x} \in \mathcal{P}$ using the map $\mathbf{x} \mapsto \mathbf{x}+m \mathbf{v}$ where $\mathbf{v}$ is uniformly sampled on $\mathbb{S}^{2}$ and $m$ is sampled from a Gaussian with zero-mean and standard deviation 0.001 . The all points corresponding to the shelf in the point cloud are removed and up/downsampled so that the number of points is 2048 , i.e., $\mathcal{P}=\left\{\mathbf{x}_{j} \in \mathbb{R}^{3}\right\}_{j=1}^{n}$, where $n=2048$. For a partially observed point cloud $\mathcal{P}$ obtained from real-world environment, the shelf points are removed through the known shelf shape information and pose; since there's noise on shelf pose and observed point cloud, we additionally remove the points corresponding to the floor of the shelf where the objects are placed through RANSAC plane fitting. Then as in the case of the simulation environment, the point cloud is up/downsampled so that the number of points is 2048.

Point cloud segmentation. After the point cloud $\mathcal{P}$ is processed, it is separated into several object point clouds $\left\{\mathcal{P}_{i}\right\}_{i=1}^{n}$ via a segmentation network. For the network architecture, we use the same architecture used in [72]. To train the segmentation network, we first find a bipartite matching between ground-truth and predicted segmentation labels using the Hungarian matching algorithm [166], and then define the loss function as the segmentation loss between the matched labels. This loss function is invariant
to the point permutation of prediction, so the network can learn permutation-invariant segmentation labels and can be trained faster and more accurately accordingly.

Superquadric recognition. Each segmented object point cloud $\mathcal{P}_{i}$ is then converted to the 3 D full shape represented by superquadric $\mathbf{q}_{i} \in \mathbb{R}^{5}$ and $\mathbf{T}_{i} \in \mathrm{SE}(3)$ via a recognition network proposed in [64, 65]. For the network architecture, we use the same architecture used in [65]; the input representation is a point cloud with 4-dimensional points $\mathcal{P}_{i}^{\prime}=\left\{\mathbf{x}_{i j} \in \mathbb{R}^{4}\right\}_{j=1}^{n}$ - for each point $\mathbf{x}_{i j}$, the first three components of $\mathbf{x}_{i j}$ is equal to $\mathbf{x}_{j}$ and the last element of each point is 1 if $\mathbf{x}_{i j} \in \mathcal{P}_{i}$ and 0 otherwise for all $j=1, \ldots, n-$ and output representation is $\left(\mathbf{q}_{i}, \mathbf{T}_{i}\right)$. The input and output of the superquadric recognition model are described in Figure C.2. To train this recognition network, we adopt the training loss function as the difference between ground-truth and predicted object shapes. For the ground-truth shape, we use the point cloud uniformly sampled from the surface of the object $\mathcal{P}_{i}^{g}=\left\{\mathbf{x}_{j}^{g} \in \mathbb{R}^{3}\right\}_{j=1}^{n_{g}}$ where $n_{g}=512$. Then we use the distances from the ground-truth point cloud to the predicted superquadric as the loss function. Especially, the distance form $\delta$ proposed in [84] is used. The distance $\delta$ is defined as follows: for the superquadric surface equation $S$ expressed as

$$
\begin{equation*}
S(x, y, z)=\left(\left|\frac{x}{a_{1}}\right|^{\frac{2}{e_{2}}}+\left|\frac{y}{a_{2}}\right|^{\frac{2}{e_{2}}}\right)^{\frac{e_{2}}{e_{1}}}+\left|\frac{z}{a_{3}}\right|^{\frac{2}{e_{1}}} \tag{C.1.1}
\end{equation*}
$$

the distance $\delta$ between a point $\mathbf{x} \in \mathbb{R}^{3}$ and a superquadric surface $S(\mathbf{x})-1=0$ defined by

$$
\begin{equation*}
\delta\left(\mathbf{x}_{0}, S\right)=\|\mathbf{x}\|\left|1-S^{-\frac{e_{1}}{2}}(\mathbf{x})\right| \tag{C.1.2}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean norm. Accordingly, the training loss function for the recognition network is defined as:

$$
\begin{equation*}
\mathcal{L}=\frac{1}{n_{g}} \sum_{j=1}^{n_{g}} \delta^{2}\left(\mathbf{T}^{-1} \mathbf{x}_{j}^{g}, S\right) \tag{C.1.3}
\end{equation*}
$$



Figure C.2: Input and output representation of the superquadric recognition model.
where $S$ is defined by the predicted superquadric parameters $\mathbf{q}=\left\{a_{1}, a_{2}, a_{3}, e_{1}, e_{2}\right\}$ and $\mathbf{T}$ is the predicted object pose.

We generate a training dataset to train the above two networks, the segmentation network and the superquadric recognition network. To generate data, we randomly generate $N$ objects consisting of cubes and cylinders with various shape parameters (i.e., width, height, depth for the cube, and radius, and height for the cylinder); the number of objects $N$ varies from 2 to 8 . The generated objects are then placed in a random position and orientation on the shelf. After that, we construct a data tuple consisting of 3 components: (i) partially observed point cloud $\mathcal{P}$ from depth camera, (ii) segmentation label for each point on $\mathcal{P}$, and (iii) ground-truth point cloud (i.e., point cloud sampled from ground-truth shape) for each object $\mathcal{P}_{i}^{g}$ for $i=1, \ldots, N$. For each number of objects $N$, we collect data until the numbers of the data tuples become 5000/100 for training/validation set, respectively. As a result, the total numbers of the data tuples are

35000/700 for training/validation set, respectively. The validation set is used to select the best model for the segmentation network and the superquadric recognition network.

## C. 2 Details for Existence Function Estimate $\hat{f}$

In this section, we describe how to calculate the existence function estimate $\hat{f}$. The function $\hat{f}(x ; \mathbf{s}, c)$ is defined by the recognized superquadric parameters $\mathbf{s}=\left\{\left(\mathbf{q}_{i}, \mathbf{T}_{i}\right)\right\}$ and the visibility of the target object $c \in\{0,1\}$. The function's input is a hypothetical pose $x \in \mathcal{X} \subset \mathrm{SE}(3)$ and output is an indicator whether the target object can be present at the pose $x$ (i.e., $\hat{f}(x ; \mathbf{s}, c)=1$ ) or not (i.e., $\hat{f}(x ; \mathbf{s}, c)=0$ ). The calculation of $\hat{f}$ is trivial if $c=1$ since the existence function $\hat{f}$ - we know at which $x^{*}$ the target object exist - is 1 only at $x^{*}$, i.e., $\hat{f}\left(x^{*} ; \mathbf{s}, c=1\right)=1$ and 0 at other $x \in \mathcal{X}$. So we consider only the case where $c=0$, i.e., the target object is not visible. If $c=0$, $\hat{f}(x ; \mathbf{s}, c)$ is defined to be 1 if (i) depth rendering results with and without the target object at $x \in \mathcal{X}$ are identical and (ii) there is no collision between the recognized objects, the environment, and the target object. Otherwise $\hat{f}(x ; \mathbf{s}, c)=0$. We describe how to compute the above two conditions by taking advantage of the superquadric as an implicit function.

Depth rendering condition. We check the depth rendering condition, i.e., calculate the function $\hat{f}_{d}: \mathcal{X} \rightarrow\{0,1\}$ where $\hat{f}_{d}(x)=1$ if the depth rendering results with and without the target object at $x \in \mathcal{X}$ are identical and $\hat{f}_{d}(x)=0$ otherwise. To calculate this, a depth rendering function that takes the 3D object shapes $s$ as input and outputs the corresponding depth image $\mathbf{D} \in \mathbb{R}^{H \times W}$ is required; the intrinsic and extrinsic parameters of the camera used for depth rendering are known. In this paper, depth image can be rendered quickly using the superquadric implicit function. The overview of the depth rendering process from recognized superquadric functions is described in


Figure C.3: Overview of depth image rendering process from recognized superquadric functions.

Figure C.3.
We first obtain the camera rays from the camera's intrinsic parameters, extrinsic parameters, and the resolution of the camera as described in [168], and we denote each ray's equation corresponding to the $(k, l)$-th pixel of the depth image as $\mathbf{r}_{k l}:\left[t_{n}, t_{f}\right] \rightarrow$ $\mathbb{R}^{3}$ where $k=1, \ldots, H, l=1, \ldots, W$, and $t_{n}$ and $t_{f}$ are the near and far bounds to measure distance; in this paper, we set this values as 0 and 1.5 , respectively. Each ray is a straight line $\mathbf{r}_{k l}(t)=\mathbf{o}_{c}+t \mathbf{d}_{k l}$ where $\mathbf{o}_{c} \in \mathbb{R}^{3}$ is the position of the camera pose and $\mathbf{d}_{k l} \in S^{2}$ is a direction vector of the ray. The camera rays are shown in Figure C.3.

After recognizing the objects, we obtain $N$ superquadric parameters and their poses $\mathbf{s}=\left\{\left(\mathbf{q}_{i}, \mathbf{T}_{i}\right)\right\}_{i=1}^{N}$. We recall that the superquadric equation with the superquadric parameters $\mathbf{q}_{i}$ is expressed by

$$
\begin{equation*}
S\left(x, y, z ; \mathbf{q}_{i}\right)=\left(\left|\frac{x}{a_{1}}\right|^{\frac{2}{e_{2}}}+\left|\frac{y}{a_{2}}\right|^{\frac{2}{e_{2}}}\right)^{\frac{e_{2}}{e_{1}}}+\left|\frac{z}{a_{3}}\right|^{\frac{2}{e_{1}}} \tag{C.2.4}
\end{equation*}
$$

where $\mathbf{q}_{i}=\left(a_{1}, a_{2}, a_{3}, e_{1}, e_{2}\right)$. Then, we convert the parameters from recognition to implicit functions $S_{i}(\mathbf{x})=S^{e_{1}}\left(\mathbf{T}_{i}^{-1} \mathbf{x} ; \mathbf{q}_{i}\right)=1$ for $i=1, \ldots, N$. Using the obtained implicit functions, we calculate the signed distance-like superquadric function $F$ as:

$$
\begin{equation*}
F(\mathbf{x})=\min _{i} S_{i}(\mathbf{x}) \tag{C.2.5}
\end{equation*}
$$

Using this superquadric function, we can approximately calculate the occupancy function $V(\mathbf{x})$ where $V(\mathbf{x})=1$ if the point $\mathbf{x}$ is occupied and $V(\mathbf{x})=0$ otherwise. The occupancy can be calculated using the equation

$$
\begin{equation*}
V(\mathbf{x})=\sigma(p(1-F(\mathbf{x}))) \tag{C.2.6}
\end{equation*}
$$

where $\sigma$ is the sigmoid function and $p$ is a scaling factor that adjusts the sharpness of $V$ - we set $p=1000$ - as proposed in $[169,170]$. Then the visibility function $A_{k l}(t)$ - which indicates whether a point is visible in the rendered camera image - on a ray point $\mathbf{r}_{k l}(t)$ can be obtained as

$$
\begin{equation*}
A_{k l}(t)=\exp \left(-\tau \int_{t_{n}}^{t} V\left(\mathbf{r}_{k l}\left(t^{\prime}\right)\right) d t^{\prime}\right) \tag{C.2.7}
\end{equation*}
$$

with large enough $\tau$ - we set $\tau=100-$ as proposed in [171]. Finally, the depth value $\mathbf{D}_{k l}$ on the $(k, l)$-th pixel of the rendered depth image $\mathbf{D}$ is calculated as

$$
\begin{equation*}
\mathbf{D}_{k l}=t_{n}+\int_{t_{n}}^{t_{f}} A_{k l}(t) d t \tag{C.2.8}
\end{equation*}
$$

where $k=1, \ldots, H$ and $l=1, \ldots, W$. The integrals above can be calculated numerically after uniformly dividing $t \in\left[t_{n}, t_{f}\right]$.

The integration is required for all $(k, l)$ pairs to obtain a perfect depth image $\mathbf{D}$, but it is not necessary to calculate for all $(k, l)$ pairs to check the depth rendering condition. Instead, we additionally propose an algorithm that (i) finds pixels around the recognized object (i.e., $S_{i}$ 's) and the target object and (ii) calculates the depth value only for those pixels.

We additionally propose a modified method to calculate the depth rendering condition efficiently. The key idea is that since our region of interest is the objects on the shelf, the above calculation will also be done only near the objects. The modified algorithm is based on the fact that an arbitrary superquadric $(\mathbf{q}, \mathbf{T})$ can be contained in
an ellipsoid $E$; in detail, for $\mathbf{q}=\left(a_{1}, a_{2}, a_{3}, e_{1}, e_{2}\right)$, the ellipsoid equation $E$ is given by

$$
\begin{equation*}
E(x, y, z)=\frac{x^{2}}{3 a_{1}^{2}}+\frac{y^{2}}{3 a_{2}^{2}}+\frac{z^{2}}{3 a_{3}^{2}} \tag{C.2.9}
\end{equation*}
$$

and the superquadric $(\mathbf{q}, \mathbf{T})$ is contained in the ellipsoid $E\left(\mathbf{T}^{-1} \mathbf{x}\right) \leq 1$.
Using this fact, the modified method (i) reduces the number of camera rays $\mathbf{r}_{k l}$ required for calculation, and (ii) efficiently samples the ray points $\mathbf{r}_{k l}(t)$ required for calculation in each ray $\mathbf{r}_{k l}$. For the first one, for each ray's equation $\mathbf{r}_{k l}(t)=\mathbf{o}_{c}+$ $t \mathbf{d}_{k l}$, we calculate whether $\mathbf{r}_{k l}(t)$ meets the ellipsoids $E\left(\mathbf{T}^{-1} \mathbf{x}\right) \leq 1$. If $\mathbf{r}_{k l}(t)$ does not meet any ellipsoid of the object, the depth value $\mathbf{D}_{k l}$ is set to $t_{f}$, and otherwise, $\mathbf{D}_{k l}$ is calculated following (C.2.8). Therefore, we only need to consider the rays that meet at least one of the object ellipsoids. For the second one, instead of uniformly dividing $\left[t_{n}, t_{f}\right]$ for numerical integration of (C.2.7) and (C.2.8), we use more efficient method for dividing; we obtain the intersection points between the ray and the ellipsoid, and then uniformly divide the chord corresponding to the intersections. Since all of the above calculations exist in closed-form, they have little effect on the amount of calculation.

Using the above depth rendering module, we finally obtain the function $\hat{f}_{d}: \mathcal{X} \rightarrow$ $\{0,1\}$ to check the depth rendering condition; especially, $\hat{f}_{d}(x)=1$ if the MSE (Mean Squared Error) between the rendered depth images with and without the target object at $x \in \mathcal{X}$ is lower than the threshold - we set this threshold as $0.001-$ and $\hat{f}_{d}(x)=0$ otherwise.

Collision condition. We check the collision condition, i.e., calculate the function $\hat{f}_{c}: \mathcal{X} \rightarrow\{0,1\}$ where $\hat{f}_{c}(x)=1$ if there is no collision between the recognized objects, the environment, and the target object at $x \in \mathcal{X}$ and $\hat{f}_{c}(x)=0$ otherwise. This function also can be quickly evaluated using the superquadric implicit function.


Figure C.4: Illustration on the collision condition $f_{c}(x)$. Candidate poses and collision checking results.

We first obtain the target object point cloud sampled from the surface of the target object $\mathcal{P}_{o}=\left\{\mathbf{x}_{j}^{o} \in \mathbb{R}^{3}\right\}_{j=1}^{n_{o}}$, where $n_{o}=512$. Similar to the case of depth rendering condition, we also get the superquadric implicit functions $S_{i}$ for $i=1, \ldots, N$ from the recognized objects. We note that a point $\mathbf{x} \in \mathbb{R}^{3}$ is inside the $i$ 'th object $S_{i}$ when the value $S_{i}(\mathbf{x})$ is less than 1 and otherwise outside. We utilize this fact to check whether the target object collides with the recognized objects or not. The function $\hat{f}_{c}: \mathcal{X} \rightarrow$ $\{0,1\}$ is defined as:

$$
\begin{equation*}
\hat{f}_{c}(x)=\mathbb{1}\left(\min _{i, j} S_{i}\left(\mathbf{x}_{j}^{o}\right)>1\right) \tag{C.2.10}
\end{equation*}
$$

where $i=1, \ldots, N$ is the object index, $j=1, \ldots, n_{o}$ is the point index of the target object point cloud, and $\mathbb{1}(\cdot)$ is the indicator function. The calculation of the collision condition is described in Figure C.4.

Existence function estimate. Using the above functions to check the conditions, $\hat{f}_{d}$
and $\hat{f}_{c}$, we define the existence function estimate $\hat{f}: \mathcal{X} \rightarrow\{0,1\}$ as follows,

$$
\hat{f}(x)=\hat{f}_{d}(x) \hat{f}_{c}(x)
$$

In the other words, the existence function is 1 at a pose $x \in \mathcal{X}$ if both the depth rendering condition and the collision condition holds and 0 otherwise.

Computational cost. The calculation time takes 0.013 seconds in average where $W H=18,564, n_{p}=7, N=4$, and $n_{o}=512$ with GeForce RTX 3090 and Gen Intel(R) Core(TM) $19-11900 \mathrm{~K}$ @ 3.50 GHz . We design the existence function is calculated in batch-wise with respect to the target pose $x$ to accelerate the computation time for MPC.

## C. 3 Details for Graspability Function Estimate $\hat{g}$

In this section, we describe how to calculate the graspability function estimate $\hat{g}$. The function $\hat{g}(x ; \mathbf{s})$ is defined by the recognized superquadric parameters $\mathbf{s}=\left\{\left(\mathbf{q}_{i}, \mathbf{T}_{i}\right)\right\}$. The function's input is a hypothetical pose $x \in \mathcal{X} \subset \mathrm{SE}(3)$ and output is an indicator whether a collision-free grasping trajectory of the robot gripper - all possible collisions between the robot arm, the robot gripper, the shelf, and the surrounding objects should be taken into account - can be find at the pose $x$ (i.e., $\hat{g}(x ; \mathbf{s})=1$ ) or not (i.e., $\hat{g}(x ; \mathbf{s})=0$ ). We then describe how to compute the graspability function by also taking the advantage of the superquadrics as an implicit function similar to the calculation of the existence function.

Candidate grasping trajectories. To check the graspability, i.e., to check whether a collision-free grasping trajectory exists, we generate candidate grasping trajectories to grasp the target object. To achieve this, we first generate candidate grasp poses for the target object using a simple rule-based method as introduced in [65]. In this paper,


Figure C.5: The examples of the candidate grasp poses for various object shapes (Left) and the robot trajectory for a selected grasp pose (right).


Figure C.6: Illustration on the grasp trajectory collision detection. Candidate grasp trajectories and collision checking results.
we generate side grasp poses according to the shape and size of the superquadric. The pairs of the antipodal points of the target objects are sampled since we use two-finger gripper, and the grasp poses with a distance of bigger than 7.5 cm between antipodal points are rejected since the maximum gripper width of the Franka gripper is 8 cm . To stably grasp the target object on the shelf, we tilted the grasp poses about $20^{\circ}$ relative to the ground. Accordingly, we generate $N_{g r}$ grasp poses $\left\{\mathbf{T}_{k}^{g r}\right\}_{k=1}^{N_{g r}}$ where $N_{g r}$ is between 10 and 30 ; the examples of the grasp poses for various object shapes are shown in the left of Figure C.5. Then, we additionally have to plan the trajectory of the robot arm for each grasp pose. For a grasp pose $\mathbf{T}_{k}^{g r} \in \mathrm{SE}(3)$, we design a robot trajectory where the gripper approaches about 30 cm along the z-direction of the gripper frame as shown in the right of Figure C.5. Finally, we get $N_{g r}$ candidate grasping trajectories for the target object.

Grasp trajectory collision detection. After generating grasping trajectories, we should check whether the robot arm following the trajectory collides with the surrounding objects or the shelf. We first obtain the afterimage mesh of the gripper and Franka's links 7 and 6 when the robot follows the trajectory of the grasp pose $\mathbf{T}_{k}^{g r}$ and obtain the point cloud $\mathcal{P}_{k}^{g r}=\left\{\mathbf{x}_{k j}^{g r} \in \mathbb{R}^{3}\right\}_{j=1}^{n_{g r}}$ sampled from the afterimage mesh, where $n_{g r}=2048$. We get the superquadric implicit functions $S_{i}(\mathbf{x})=S^{e_{1}}\left(\mathbf{T}_{i}^{-1} \mathbf{x} ; \mathbf{q}_{i}\right)=1$ for $i=1, \ldots, N$ from the recognized surrounding objects. We additionally represent the shelf as the superquadric implicit functions; a shelf can be represented by five boxes so five implicit functions $S_{N+1}(\mathbf{x}), \ldots, S_{N+5}(\mathbf{x})$ are additionally considered. We recall from the collision condition of existence function that a point $\mathbf{x} \in \mathbb{R}^{3}$ is inside the $i$ 'th object $S_{i}$ when the value $S_{i}(\mathbf{x})$ is less than 1 and otherwise outside. The collision
function $\hat{g}_{c}: \mathcal{X} \rightarrow\{0,1\}$ is defined as:

$$
\begin{align*}
\hat{g}_{c}(x) & =\mathbb{1}\left(\max _{k} \min _{i, j} S_{i}\left(\mathbf{x}_{k j}^{g r}\right)>1\right)  \tag{C.3.11}\\
& =1-\mathbb{1}\left(\max _{k} \min _{i, j} S_{i}\left(\mathbf{x}_{k j}^{g r}\right)<=1\right) \tag{C.3.12}
\end{align*}
$$

where $i=1, \ldots, N+5$ is the object index, $j=1, \ldots, n_{g r}$ is the point index of the target object point cloud, $i=1, \ldots, N_{g r}$ is the grasp pose index, and $\mathbb{1}(\cdot)$ is the indicator function. The calculation of the collision of the grasp trajectories is described in Figure C.6. In practice, the modified collision detection function $\hat{g}_{c, m}: \mathcal{X} \rightarrow\{0,1\}$ we used is:

$$
\begin{equation*}
\hat{g}_{c, m}(x)=1-\min _{k} \sum_{i} \mathbb{1}\left(\min _{j} S_{i}\left(\mathbf{x}_{k j}^{g r}\right)<=1\right) \tag{C.3.13}
\end{equation*}
$$

Graspability function. We define the graspability function estimate $\hat{g}: \mathcal{X} \rightarrow\{0,1\}$ as the same with $\hat{g}_{c}$, i.e.,

$$
\begin{equation*}
\hat{g}(x)=\hat{g}_{c}(x) . \tag{C.3.14}
\end{equation*}
$$

The modified graspability function estimate is the same with $\hat{g}_{c, m}$, i.e.,

$$
\begin{equation*}
\hat{g}(x)=\hat{g}_{c, m}(x) . \tag{C.3.15}
\end{equation*}
$$

Computational cost. The calculation time takes 0.0128 seconds in average, where $N+5=6, n_{g r}=2048$, and $N_{g r}=32$ with GeForce RTX 3090 and Gen Intel(R) Core(TM) i9-11900K @ 3.50GHz.
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## 국문초록

비전 기반의 물체 조작은 로봇 공학에서 중요한 연구 분야로 부상하였으며, 물체를 파지하거나, 물체를 밀거나, 복잡한 환경 속에서 물체를 재배열하는 등의 작업을 포 함한다. 최근 기술의 발전으로 로봇은 비전 센서를 활용하여 주변 물체들이나 환경과 상호작용을 할 수 있게 되었다. 그러나 이러한 비전 기반 물체 조작 기법들은 여전히 해결해야 할 많은 도전 과제들을 가지고 있다. 딥 러닝 기반 방식에서 나타나는 데 이터의 비효율성부터 실제 환경에서 실용적으로 적용하기 위해 해결해야 할 다양한 제약 사항까지, 이러한 도전 과제들을 해결하는 것은 로봇의 물체 조작 응용 범위를 확장하는 데 매우 중요하다.

본 학위 논문에서는 형상 인식 기법을 통해 비전 기반 물체 조작과 관련된 많은 도 전 과제를 완화할 수 있음을 입증한다. 이 접근 방식은 비전 데이터로부터 물체의 3D 형상을 인식하고, 이를 기반으로 로봇이 취해야할 행동 (예: 물체 파지 및 또는 물체 밀기)을 생성한다. 이러한 방법은 데이터의 비효율성을 해결할 뿐만 아니라 정확성과 효율성을 희생하지 않고도 광범위한 데이터 수집의 필요성을 줄인다. 본 논문에서는 3 D 형상 인식이 물체 조작과 관련된 수많은 도전 과제를 효과적으로 해결함을 발견 했으며, 특히 실제 환경에서의 실용적인 적용에서 다양한 어려운 비전 기반 물체 조작 문제를 현저하게 간소화하고 개선하는 데 크게 기여한다. 이렇듯 본 학위 논문에서는 형상 인식 기술과 비전 기반 물체 조작을 통합함으로써 로봇의 환경과의 상호 작용 능력을 상당히 향상시킬 수 있다는 점을 강조한다. 본 학위 논문의 주요 기여는 형상 인식 기반 물체 조작 기법들을 소개하는 데 있다.

첫째로, 본 논문에서는 새로운 형상 인식 기법을 기반으로 한 파지 기법을 소개한 다. 이 방법은 심층 학습 네트워크와 함께 변형 가능한 슈퍼쿼드릭이라고 하는 다양한 형상 템플릿을 통합하여 DSQNet (Deformable SuperQuadric Network) 이라고 하는 새 로운 모델을 제안한다. 이 모델은 부분적인 포인트 클라우드 데이터에서 변형 가능한 슈퍼쿼드릭을 추론하여 완전한 물체 형상을 식별하는 데 사용된다. 지도 학습을 통해

DSQNet은 변형 가능한 슈퍼쿼드릭의 여덟 가지 매개변수와 자세를 생성하고, 가려진 부분까지 정확하게 고려하여 전체 물체 형상과 일치시킨다. 파지를 위한 후속 전략은 그리퍼의 운동학적 및 구조적 특징과 더불어, 변형 가능한 슈퍼쿼드릭과 이것의 폐 형식 방정식을 활용한다. 비교 분석 결과, DSQNet은 정확성과 속도 측면에서 기존의 형상 인식 방법들을 능가하는 것으로 나타났다. 특히 이 형상 인식 기반 방법은 정교 한 형상 인식 능력 덕분에 기존 기법을 뛰어넘는 파지 성공률을 기록했다.

다음으로, 형상 인식의 장점을 활용하여 밀기 역학 모델의 학습을 용이하게 한다. 우선, 테이블 위에 놓인 물체들의 형상을 또한 슈퍼쿼드릭을 사용해 인식한다. 형상 인식과 밀기 역학 모델 학습을 통합하는 것의 내재적인 장점은 $\mathrm{SE}(2)$-등변 밀기 역학 모델을 자연스럽게 정의할 수 있는 능력이다. 그리고 이는 SQPDNet (SuperQuadric Pushing Dynamics Network) 라는 $\mathrm{SE}(2)$-등변 밀기 역학 모델을 개발하는 데 기반이 된다. 이 접근 방식은 물리적 시스템 내의 대칭성을 내재적으로 인식하여 역학 모델의 일반화 성능을 상당히 향상시킨다. 비교 평가 결과, 이 형상 인식 기반 모델이 기존의 비전 기반 밀기 역학 모델을 능가하는 것으로 나타났는데, 특히 이는 추가로 부여된 $\mathrm{SE}(2)$-등변성 때문이라고 본 논문에서 주장한다. 더불어, 이 모델의 효과성은 시뮬레 이션 및 실제 실험을 통해 검증된 다양한 물체 밀기 조작 작업에서 모델 기반 최적 제어에 대한 응용을 통해 추가로 입증되었다.

마지막으로, 형상 인식 방법을 사용한 복잡한 선반에서의 기계적 탐색 작업을 다룬 다. 이 작업은 지정된 특정 대상 물체를 복잡한 선반 환경 안에서 찾고 파지하는 것을 포함하며, 비전 센서가 특정 대상 물체를 처음에 감지하지 못하는 경우도 포함된다. 이러한 상황에서 로봇의 임무는 주변 물체를 전략적으로 재배열하여 대상 물체의 위 치를 확인하고, 동시에 선반과 주변 물체와의 충돌을 피하는 것이다. 이러한 도전에 대처하기 위해 이 작업에서도 슈퍼쿼드릭 형상 인식 모델을 활용한다. 이 모델은 본 학위 논문에서 개발된 형상 인식 기반 물체 조작 기술을 사용 가능하게 하며, 가려진 대상 물체의 잠재적인 자세에 대한 신속하고 효율적인 추론을 가능하게 한다. 이를

통해 로봇은 대상 물체를 효과적으로 안전하게 찾아 파지 할 수 있다. 이 방법은 시뮬 레이션 및 실제 세계에서 일반적인 로봇 그리퍼를 사용하여 대상 물체를 찾고 붙잡는 데 성공했다.

주요어: 비전 기반 물체 조작, 형상 인식, 로봇 물체 파지, 밀기 동작, 밀기 역학 학습, 기계적 탐색, 물체 재정렬.
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